L

o

S X
Y o 6135 |
c.l 1'
| )
A I — i
s L Syt - ~ MRS el - oot ' = m:
¥ , W oL | = 9.
- ' ‘ | =%
LOAN COPY: RES== 5
AFWL TECHNICA F == B!
KIRTLAND AFB, N n o= <!
: I EE= 8
- FTE————i
1\ =
! : NASA CONTRACTOR = §i
s REPORT \ )
NASA CR-61345
DEVELOPMENT OF A GLOBAL CLOUD. MODEL -
FOR SIMULATING EARTH-VIEWING
SPACE MISSIONS
By James R. Greaves, LDavid B. Spieglelr, ang
James H, Willand
Allied Rrsearch Associates, Inc.
Virginia Road '
Concord, Massachusetts AL
April 7, 1971 : -
B {
ﬂi
I T
) T :
. NY1-27aY%
3 A (RCCERSIOH NYMBERE © {THRU} .
E . ,GL7 1 a3z -
2 AGES {cooz) .
e (R 1345 20
'&' {NASA CRCRIMX Ok AD NUARIR) {CATEGGRY] R
£ 3
Prepared for 3
NASA-ZEORGE C. MARSHALY, SPACE FLIGHT CENTER a
Marshall Space Flight Center; Alabama 35812 _ ' B
199 Y AR RS et N -){UA. LR PR



TS AR m’i’:i"z“’:"“’m%= T N A TS S LY SR 4 s e L N R AL RN e

RARY KAFB, NM \

\\ i\i\ i

James R, Greaves, David B. Spiegler, aud James H, Willand ‘ I 9G78-F

" 1. Report No. 2. Government Aczession No, ~ 3. Recipieat's Catalog No.
NASA CR-61345 : ' o 7
4. Tive and Subtitle 5. Report Date -
N DEVELOPMENT OF A GLOBAL CLOUD' MODEL FOR STULATING EARTH-VIEWING - Aprit 7, 1973
SPACE MISSIONS 6. Performing Organication Code’
;‘ 7. Author{s) . L 8. Performing Organization Report No.
b

10, Work U~it No.

9, Performing Organization Name anil Address

Allied Research Associates, Inc.
Virginia Road
Concord, Massachusetts

11. Contract or Grant No,
NAS8-25812

13. Type of Report anc Period Covered
12, Sponsoring Agency Name and Address ’ . . CONTRACTOR REPORT

NASA
Washington, DC 20546

14. Sponsoring Agency Code

15, Supplementary Notes Technical Coordinator: S.'C, Brown, Aerospace Environment Division,
AerosAstrodynamics Laboratory, Marshell Space Flight Center, Alabawa, ‘ v

N

16. Abstract;  This gtudy was made to improve and expand the existing cloud model dezcribed in RA3A
CR-61226, "World-Wide Cloud Cover Distributions for Use in Conputpr Simulationsy," and to add to the
model other statiscical data cf importamce to electro-nagnel:ic energy prcpagation through the atmoéspherp

An intensive data extraction procedure was carried out for six of the original 29 regions, Using
simul aneous cloud-amount observations, a relationship was develodpéd between ground and satellite-
derived cloud frequency distributions, This relacfonship was used to introduce internal consistency
between the unconditional-and conditional statistics and between the temporal and spatial conditionalsy
As a byproduct of this procedure, the conditional data as listed in the Ravised Data Bank are now . T«
stratified by month rather than by six-month seasons, A separate listing of the 1300 local-time uncenf
ditionals as modified to simulate a satellite-observed distribution was added to the data bank.

The intensive data extraction proccedure made possible the tabulation of tewporal condftfonals in
24-hour intervals from 24 hours to 240 hours, and the tabulation of spatial conditionals in 60-mile
increments from 60 miles to 600 miles, Using these data, a Markov scaling technique was developed to
4 acale the 24-hour and 200-mile conditional arrays to any other time or distance scale, .The original
lincar scaling technique with its inherent “stuffing" procedure was thereby.eliminated, The new data
extraction procedure also made possible an evaluation of the cloud-amount homogeneity of the six
selected regions, A new area enlarge procedure was developed which’carries out a repetitive douoling

Y of the representative area size for both the conditional and unconditional arrays. A sccond technique
which can be used to increase ot decrease the arca size for unconditional discribution.. is also
provided, . } ) .

Some preliminary indications were made of how varying spacial resolutions would atféc:' the simu-
lation results, Recommendations ara made as to the types of cloud data whicli are new required to . i
extend the simulation results to other tvpes of sensors such as infrared and microwave radfowecers

and tc other spatial resolutions, E ) .
17. Key Words {Suggested by Authoris}) ) 18. Distribution Statement
/ Cloud Model, Temporal and Spatial Conditficazls, Unclassified - Unlimited -

Markov Scaling Technique, Area Enlarge Procedure
beg
/ /[k Py /p'w
U"/E D. Gelssler -~

o . 7 Director, Aero-Astrodynamics Laboratory

19. Security Classif. {of this report} 20. Security Classif. (of this page) 21. No. of Pages 22, Prce’
UNCLASSIFIED i UNCLASSIFLEDR 141 $3.00

l"or sate by the Clearinghouss for Federal Scientitic and Technical |1lormal-on
Springiield, Vitginia 22151




LT T TR S SR

| el N Lo o B tad e A E W L i e dhekonild ot T i . i oot ol B

FOREVORD .

The research _descfibed in this repo;t was performed by the Géophysics
and Aerospace Division of Aiiiéd Reseiarch Associatés, Inc., under sponsorshi-p
of the George C. Marshal: Space Fligﬁt Center, Acrospace Envir'onmental Division
of the National Aercnautics and Space Administration, Contract No. NAS §-25812,

Any,study such as this requires the dedicated efforts of a number of
scientists. Mr. Robert Smiley prepar-:-d the mathematical derivations found in
Sections 4.1.1 and 4.2.2. Mr. James Barnes is responsible for Sections 3.2.1
and 3.3.3 and for selecting the six new data extracticen arcas and coordinating ‘the
data reading activities, The actual data extraction was carried out by Mr. Hahs
Ackerman through the ccoperation of Mr, Harold Broderick of the National
Environmental Satellite Service. Miss }.{ary Grace Fowler. pro‘vided,px-ogr.amming
support fcr Sections 6 and 7. Mz, Frank Lewis, Chief of the Computer Systems
Branch of the Techniéuv:s Development Labordtory of NOAA graciously made
available the precipitable-wz;ter tape for dc}:eldping the water vapor frequency

distributions in Séctior: 1.

V-

PTIINPL R TPV Y

R Y A N A MG S AR IVCORER RO 1T




et A ke L m—

SECTION 1
SECTION 2

SECTION 3

v e wwretm 4w e ROARMYR MO RO PTG TR TN T

TABLE OF CONTENTS

_INTRODUCTIdN

THE PREVIOUS STUDY

2.1 The Data Base
2.1.1 Cloud-Climatic Regions
2. 1.2 Unconditional Distributions
2.1.3 Conditional Distributicns
2.1.4 Liritations

2.2 Statistical Adjustment Techniques
2.2.1 Time and Distance Scaling -
2.2.2 Area Adjustment
2.2,3 Limitations ) b

2.3 Mission Simulations S
2.3.1 Monte Carlo Frocedure
2.3.2 Limitations

2.4 Summary’

DEVELOPMENT OF REVISED DATA BANK

3.1 New Ground-Observed Data

3.2 New Satellite-Observed Data
3.2.1 Description of Selected Cloud Regions
3.2.2 Data Extraction Procedures ‘
3.2.3 Two-Reader Comparison

3.3 Interval Data Consistency
3.3.1 Correction for Different Data Sources
3.3.2 Regional Homogeneity
3,3.3 Seasonal Reversals

3.4 Ground/Satellite Cloud Observatior.

3.5 Description of Revised Data Bank

114

i —— ——




e e b+ i 2 o i

TABLE OF CONTENTS, contd.

SECTION 4 REFINING THE ST ATISTICAL ADJUSTMENT
‘TECHNIQUES
4.1 Time and Distance Scaling
4.1.1 Markov Scaling 7
4.1.2 A Test of Markov.Scaling
4.1.3 Diurnal Variations
4.2 Area Adjustment '
'4. 2.1 Enlarging the Representat.ve Area Size
4.2.2 Area Adjustment of Unconditional

Distributions
SECTION 5 SIMULATION PROCEDURES

SECTION 6 . SEVERE WEATHER STATISTICS

6.1 Thunderstorm Statistics

-for the United States )
. 6.3 Tropical Cyclone Statistics .
SECTION 7 DISTRIBUTICN OF WATER VAPOR>COI‘!TE.II\‘T
7.1 Globsl Distributions - Aanual
7.2 North American Distribution - Monthly
7.3 Trequency Distributions of Moisture for the
~ United Statos
SECTION 8 . CURRENT STATUS OF GLOBAL CLCUD MGDEL
REFERENCES ' S :

iv

Page

41
41
41
42
54
61
61

69
77
a3

. 83. .

- 6.2 Tornadc and Severe Thunderstorm Statistics =

91
101
107

. 107

111

111 -
129

131

o

c—— e
{1

O
-




RO PRI A S SR

Fipure

oo R
-0 =] U D W e WO e

B W W W W W W W W NN
1

O b ke R b
LA T T T S B |
~N o U b Wt

4-8
4-9
4-10
4-11
4-12
4-13

4-14

4-15

4-16

5-1
5-2
6-1
6-2

IST OF ILLUSTRATIONS

Cloud Cover R'egionb-
Monte \Car.'.o Simulation Routine’

fonte Carlo Simulation Results
New Data Extraction Areas
Data Extraction Templates
Two-Reader Cloud Amount Agreement
Regional Homogeneity; -Regions 4 and 5
Regjonal Homogeneity; Regions 1] and 13 . .
Regioral Ilomogeneity; Regions 16 and 22 :
Compater Produced Unconditionals for Regions 13 and 22
Appiications of Transfer Matrix '
Decay of Spatial Conditionals; Reglon 4, Annual Mean
Deciay of Temporal Conditionals; Region 4 Annnal Mean
Decay of Spatial Conditionals; Region 11, Season 1
Decay of Temporal Conditionals; Region _'1‘1, Season 1’
Decay of Spatial Cenditionals; Region 11, _Sez.xson 2
Decay of Temporal Conditionals-. Region 11, ‘Season 2
Decay of Spat1a1 Conditionals; Region 11, Season 3
Decay of Temporal Cond1t10nals- Region 11, Season 3

Decay of Spatial Condxt:onals; Region 11, Season 4

Decay of Ter-nporal Conditionals; Region 11, Season 4

Diurnal Correspondence Between Times A and B
Area Enlarge Configuration

Anzlytical Reprebentatmn of the Probablnty of Fractmnal
Cloud Cover

Comparzson of Observed and Normal Probability Curve
Distributions

Compariscn of Unconditional Probabilities for a 25:1
Area Increase

Comparison of Unconditional Probabilities for a 25: 1
Area Decrease

" Estimated and True Cloud Cover

Changes in Simulation Results as a Function of R
Thunderstorm Frequency Regions

Seasonal Analysis of Thunderstorm Frequency;
December, January and February

v

wn
(Nl
o ke & AL se Wil ] e

72
74

_75

80
85

RS P,

scatl

¢ e v

:
TREEF

L e g e 1




]
g
|
!
"
|
.
2

Figure
6-3

6-4

66
6-7
6-8
6-9
6-10
6-11
6-12
6-13
6-14
6-15

LIST OF ILLUSTRATIONS, contd.

Seasonal Analysis of Thunderstorm Fraquency;
March, April and May

Seasonal Analysis of Thunderstorm Frequerncy;
June, July and August -

Seasonal Analysis of Thunderstorm Frequency;
September, October and November

Tornado Distributions; 1880 to 1942
Tornado Distributions; 1955 to 1967
Severe Local Storm Regions; Annual

Tornado Fr equencies; Winter

f

Tornado Frequenciec; Spring

‘Tornado Freguencies; Summer

Tornado Frequencies; Fail ' ' ’
Maximum Monthly Average of Tornado Days

Mean Tropical Cyclone Tracks

Climatological Probability of Tropical Cyclones in the
North Atlantic C
Mean Annual Precipitable Water; Northern Hemisphere

Vertical Cross Section of M“an Specific Humidity;
Northern Hemisphere

Time Averaged Global Distribution of Precipitable
Water; 1958 -

Mean Prccipitable Water Distribution for Nerth America;
January

Mean Precipitable Water Distribution for North Amenca-
April

Mean Precipitable Water Distribution for North America;
July

Mean Precipitaktle Water Distribution for Nurth America;
Qctober )

Precipitable Water Frequency Distributions; Mid-Season
Months for Key West, Florida »

Precipitable Water Freguency Distributions; Mid-Season
Months for Athens, Georgia

Precipitable Water Frequency, Distributions; Mid-Season
Months for Caribou, Maine \ .

* Precipitable Water Frequency Distributions; Mid-Season

Months for Topeka, Kansas

vi

Page

88

89

90

92

93
95
96

97

98
99

100

102 .

105

108

109
110
112
113
114
115
117
118
119

120

e
I




i s e Th a5 e ea———

s e e

LIST OF ILLUSTRATIONS, conid.

Precipitable Water Frequency Distributions;- Mid-Season
Months for-Tucson, Arizena

Precipitable Water Frequenéy Distributions; Mid-Season
Months for Winnemucca, Nevada -

Precipitable Water Frequency Distributions; Mid-Season
Months for San Diego, California

Precipitable Water Frequency Distributions;” Mid-Season
Months for Tatoosh, Washington

Arnalysis of Precipitable Water Frequency Distributions;
Lake Charles, Louisiana

Analysis of Precipizable Water Frequency Distributions;
Yucca Flats, Nevada -

vi{i.

Page
121
122
123"

124

126

|
{
|
|
:
|

OV

fd emats

e BA e E AT




— cam iy

P S

LT ~¥ e

Table

2-2
3-1
3-2
3-3
3-4
3-5
4-1
4-2
4-3
4.4
4-5
4-6

4-7
4-8
4-9
4-10
5-1
6-1

LIST OF TABLES

Cloud -Category Liesignation

Example of Tabulated Cloud-Cover Distributions
Two-Reader Comparison '
Consistency Chkeck (Region 11, Month 8)
Discrepancies in Unconditional Distributions

Ground Station Data Sources

Transfer Matrix .

Spatial Conditional Pairs per Day

Original Corditional Arrays; Region 11, Season 1
Detaiied Spztial Scaling Resuits; Region 11, Season 1 .
Detailed Temporal Scaling Results; Region 11, Season 1
Error Comparison of Linear and Markov Scaling

Calculation of a Pseudo-Conditional Disf:ribu_ti'dn'_foi' Diurnal.
Variation - ) . .

Cloud Group Location Matrix

Area Enlarging of Unconditionals ‘

Area Enlarging of Temporal Conditional; Région 11, Season'l
Error Comparison of Old and Mew Area- Enla'rge Procedures
One-Pass Simulation v '

Average Frequency of Tropical Cyclones (By Months}

viii-

' 60
64
67
68 -
69
79

103

o~

. e .
P I

C Ut slia s a4

s g ke drsd P r

TR Ty
AR L

e P
N ';1’4.;'..\&.1
- b




, 1. iNTRODUCTION

The great success of this country's meteorological satellite progrim hag

lec to the concept of using spacecrait lor ohservations of the carts 1itaelf, 'Witn

an éye toward providing more effective nicmtoring and contsol o! the worldfs -
diriinishing natural resources, NASA is :currcntlw,' developing 2 serics of axperis-
mental Earth Resource Technology Satellites {ERTS). The ERTS prograim is
intended to be the forerunner of an operational satellite systemn whicn wiil momit.r |
the earth's rescurces and provide much nceded data to sciectists ik such diverse ‘
fieids as peography. agriculture, hydrolopy, geolopy and oceanograpay,

To date, however, relatively little attention has Seen paid 1o the carth’s

e e i i wde— s —

atmosphere, through which all cbservations must.be made. The ciiect of the
intervening atmosphere is to degrade, or in many instances preclude, nearly all
cl

observations which might be made from space, whether-they be 17 the visibi

infrared, or microwave portions of the electromagnetic spectrum., A sfatistilal
model of atmospheric effects on a global scale is a necessary Hrst atep intne:

development of realistic procedures for pianning and evaluatiag potentizl carth-

K oriented space missions, The feasibility of, and 'zupport reguirements for
proposed earth resources cxperin'\hents can then be determinad through computer
mission simulations, ' S , v
The Aero-Astrodynamics Laboratory of }:Agﬁ.'s George €, Marshall Space .
Flight Center has initiated a series of studies intendeca to provide a usecful model
of atmospheric effects. The study to be reported on in this document is concorned
primarily with the development of an effective global cloud model, This wark ie ’ y

a follow-on to an earlier study which established a preliminzary worldwide cloud -

RN

data bank and developed techniques for manipulating and apﬂ)‘ing these data
(Sherr et al., 1968). - The accomplishments and limitations of the previous szud'f
will be discussed in detai:' in Section 2,

From actual application of the first-cf{fort cloud model to specific mission

. analysis preblems, it was recognized that immprovements, bath in the statiatics

and in the flexibility of the cloud model, were required. The relatively small
size of the original data base led to weakness in the conditional statistics, oven
though distributions were developed for only winter and summer secasons. The .
use of ground-observed cloud amounts in the development ot the unconditional I
statistics and sateilitc-obscrved cloud amounts in the development 3f most of the

conditional statistics led to inconsistencies between the unconditional and conditional

probability distributions and occasionally between the spatial and temporal conditionals,
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Tre preluminary tecknigues to scale the statistics for any aistance and time
aepsration lincluding diurnal changes), and to change the repiresentative area size
recusred refinement and verification, Finally, the initial shinulation results
‘nftcated only wnat coverage a satelhic with the spatial resolution of a’ Nimbus
or ESSA satell’to {the data sources) would achieve under varying view ng conditions.

' correction was made for different sensor types or different resolution capabili-
tiea, All of these problem areas hsve been approached in the current stady. 1'1
adaitton, preliminary severe weather and wateT vapor content statistics have been
added ta the overall data base, ] _ .

ft is cautioned that the.resuits presented here should not be taken as the

final plobal cloud model, The date base has been significantly improved and made
internzlly consistent, statietical manipuiation techniques have Geen updated and
relined, and the problems of modifying the simaulation results for diiferent sensor -
vesolctions have been reviawed, Lot deficlenciea in the overall cloud model atill’
exitt, Some preblem aresz, 2uch &x the develspment of a truly. adpg\;ate corre- .
jation hetvwsen prourd z..i sateilite-observed cloud am&‘;nts. or the z\:“o:ricct.ion' of
e.gnalation rasulits for different sensor rernlunions cannot be resol-'.ved‘ without the
trireduci:on of cloud type and grracture statistics, The ctoud-zmount data baqc.
fov mary remoto world arezw still ranaing unly marginxuy,adegu&:c, 'l(Fortuh‘a.:g:’l'y.
Tt applications of the existing cloud model in the immediata :‘-..':'v.—‘é‘:\éill be limited
10 arear ench a8 the mainland United Statesn shero the dats base is adequate,) The

interont compiexitios of real-world cloudiness pattarns may preclude the develop-

"ment of any universally applicable clesed-form statistical technigque for adiusting

atea nire, The techniques fur compiling pass-to-pass cuvarage in mission simu-
lations sequire stil} further modif cation and l.reﬂncment. Fhroughout this study
1t has Leen our philosephy to make the beat possible use of the funds, time and
data avatlable, recognieing that the correction of certain deficiencies would have

to await further study and increased data availability,
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2. TIE PREVIOUS STV DY

The task of developing a global cioud model may be considered as tonsistiag

oi three major phases:

1} " The Developmernt of a NData Base

In this phasc decisions are imade regarding data sources, data extrac-
ns p g g
y .
tion techniques, data formats and how the data’ are to be stratifizd, Internal con-
sistency checks as well as *-nown "houndary conditions? should be applied during

this phase to insure that the data base is as reclistic as possible.

2)  The Development of statistical Adiustment Techniques

Clearly, it would be impossible to develop a data bank which incorpo-
rated-all possible combinations and pccmdtations of time and distance sc.ﬂe§ as
well a3 representative area siiés. It is neccssary, therciore, to first select a
particular time and distance scale and a rcprcsc;\mtive area size and then develop .
tcchniqﬁus for modifyinz the data basec to accornmodate changes in'these para-
meters. Techniques for handling special situations suc':h-ns the imposition of '
diurnal variations on the tempoval conditional statistics or the passage of a satel-

Jite from one homogenecous cloud region to another must also be developed,

3) The Application of the Model to Specific Mission Problems

Procedures must be developed so that given a particular set of orbital
characteristics, the cloud cover corditions which would be encountered on such a
mission can be simulated, If the cloud-fre» portioa of each uata frame is to be
composited from pass to pass, somu inforn.ation régarding cloud structure (layer‘ -
or cellular) is desirahle, To be truly usefu., some procedur-cs are needed to
modify the simulation results for varying seisor types and partic'ular]y for sensor

resolution,

Many, but certainly not all of these indivicual tasks were accomplished in
the original study, Somic of the statistical ndjus*.:*lcnt techniques developad at that
t:'m‘c were nccessarily of a preliminary nature. The purpose of this section is to
outline the earlier work and to point out some of the limitations still remaining
at the close of that study, Subsequent sections will then review the progross

which has been made during the current study in removing these limitations,

[PPRTY
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2.1 The Data Base

2.1.1 Cloud-CLimatiE-Regions

The practical use of cloud statistics in computer simulation routines
dic.atec the subdivision of the earth into nominally hdmcgeneous cloud-climatic
regions, The number of such regions was arbitrarﬁy set by consideration of the
data volume that must be handled by the computer and by the amount of suitable -
data available. Since tabulations of the diurnal variation of cloud covrr, of spatial
conditional cloud distributions, and of temporal conditional distributions were
required, the number of regions was kept relatively small. .

Beginning with basic climaiological classification systems, boundaries
determined by temperature criteria alone were deleted, and greatér emphasis
was placed on those boundaries determined by precipitation differences. Further
adjustments were then made on the basis of mean mbnthly cloud fnap's, cloud .
summaries, and satellite data. The locations of the resulti.ng cloud regimes are
shown in Figure 2-1. The 29 cloud climatologies are distributed over some 86
separate geographic world areas covering both hemispheres. ' ‘

‘

2.1,2 Unconditional Distributions

After completion of the initial climatological region selection, data were
obtained from approximately 100 observing stations distributed throughout the
world, In most cases the recorded cloud observations extended over a period of
10 to 15 years or more, For as many regions as possible, single representative
stations were selected, and unconditional cloud cover distributions were derived
from the data summaries for this station. Occasionally, becau;::e of lack of
adequate data, the cloud climatologies for certain southern hemisphere regions
were taken as being '""seasonal reverssls" of similar northern hemisphcre regions.
(i.e., The northern hemisphere data were shifted by six months and applied to the
corresponding southern hemizphere region.) For a very few regions, where
representative data could not be obtained, the statistics were modified from those
of other regions on the basis of climatological considerations,

Five cloud cover categories were designated as displayed in Table 2-1,
As can be seen, there are separate categories for clear sky and cvercast condi-
tions. Although a linear classification scheme might have been preferable, the
format of the available cloud climatologies, particularly those for foreign countries,

precluded any further breakdown of the cloud categories.
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TABLE 2-1

CLOUD CATEGORY DESIGNATION

Category Tenths Eighths (Octas)
! 0 0
2 1,2,3 1,2
3 4,5 ' 3,4
4 6.7,8,9 5,67
5 10 . 8 '

Other than cloud climatologizal rcplon, the nonrandom fuctors having the

greatest effect on cloud cover arc season and time of day. Accordingly, uncondi-

tional cloud distributions were provided for each mont of the year, and at thrcq h\qur B

intervals in the solar day. In cases in which an ec,uwa]ent cloud. chmato]omcal re-

gion occurs in botl: hemispheres, the seasons were inverted by qhx’tmg six montl.s.

and a new region designation is provided. Validation tests have shown this to be 2

reasonable procedure and better than accepting data from a location known to be

unrepresentztive,
2. 1.3 <Conditional Distributions

Cloud stztistics, conditional -with regard to time and space, werc compiled
for each climatclogical egion. From the temporal conditional distributions the
cloud amount probability distribution for "tomorrow?! can be determined, given a
cloud amount 'today.' Similarly, from the spatial conditional distributions the
cloud amount probability distribution for a location at a specified distance from a
base location can be dcfermincd.. given a cloud amount at the base location,

' Satellite data were heavily used to derive the conditional statistics, beca-
use;the effort involved in summarizing raw conventionaul cloud data from various
par’ts of the world would have been prohibitive. Satell.t2 observations were
obtained for most of the climatological regions; distributions for the remaining
regions were adapted from the statistics available for appareatly comparable
regions.

Because sun-synchronous satellites (Nimbus) were used as the primary

data source, the temporal conditional distributions were compiled for a time

-

v e d = 4
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interval of 24 hours, The spatial conditional data were tabulated for a 200 n.mi.

distance separation, In both cases it was necessary to cempute the praobabilities
on a six-monthly basis in order to increase the.sample size. . )
Table 2-2 presents an exampie of thé unconditional and conditional cloud-

amount data as tabulated in the original study, In this care, the Month 1 (January)

statistics for Cloud-Climatic Regions 1, 2 and 3 are shown.

PP S S S RS
5

/2.1.4 Limitations

The number of cloud climatic regions was limited by consideration of the

data volume that had to be handled by the computer and by the amount of suitable

data available. The number of regions was kept relatively small., The entire

United Stntcs, for example, is elfectively covered in only four or five regions,

2 althouph quffxcu.nt data exist for a much finer, ru: ional breakdown, .
! The satellite-derived data b.x:c for the compx].:txon of conditional statistics
% ] is generally weak, The cloud ciimatologies for mpe "of the scuthern hemicphere
b regions were taken as being scasonal reversals of similar northern hemisphere
‘ regions, For rertain oceanic arcas where representative data couid not be
obtained, statistics were modified from those of other regions based on climato-
" logical considerations. It was necessary to compute the conditional probabilities ”
on a six-monthly rather than seasonal or a monthly basis in order to produce an
’adequare sample size for statistical manipulations. Since the original study,
nearly three years of additional satellite data have become available, and it is now
possible to compile conditional statistics on at lcast a seasonal basisd, By using
4 ’ the unconditioral statistics an a “‘weighting factor” it {5 ¢ven poumblc to introduce
monthly variations in the conditional arrays,
The use of ground-observed cloud amounts in comniling the unconditional
statistics, and satellite-observed cloud amounts in campding the conditional
. arrays has led to inconsistencies belween these two data types, Subroquent

statistical raanipulations involving both conditional and anconditional sratiatics

will not be valid unless these data arrays are firat mads compatible.
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TABLE 2-2 _ :
EXAMPLE OF TABULATED CLOUD COVER DISTRIBUTIONS

CLIMATILIGICAL REGinN RUHBER 1 STATISTICS FOR MDNTH i

UNCONNT TIONAL PROBABILITIES CdNDIf!DNAL PROBABILITIFS

TIME (LST) 24 MOUR TE4PIRAL 228 NM SPATIAL.
06 07 16 13 1& 19 22 T2 3 & 5 1 2 3 4 s
063 49 44 442 439 46 oRG 1 .85 JOR 405 .02 L0 SV LRLLFT 63 139 40
A12 21T 416 o8 519 WTR (165G 2 .78 412 405 405 42 G 7 L 7C .10 .0 .20 .0
207 10 (09 N7 W17 10 .08 :I 3 .75 J10 L10 .05 LD \xz" «57 297 .0 14 0
A0 o16 L20 422 20 (1T .50 2 4 8P 405 .05 +05.535 2.4 S0 W AT .29 L ie

O W17 TL W71 417 408 LRE S .80 (9B 505 405 432 & .0 .3 .& A1 7a
. CLIMATILGGICAL REGION.NUMBER 2 STATISTICS FOR MONTH 1 °

UNCOVDT TIONAL PROBARILITIFS CONDITSUNAL PROBABILITIES

TIME {LST) ) - 24 HOUR TEMPORAL . - 200 NM. SPATIAL
0s 07 10 13 16 19 272 1 2 3 4 5 1 2 3 & 5
V1B 422 o178 o17 o17 o023 231 1 .73 406 +06 ol1 436 1 «63 11 N2 W21 .M
216 427 421 21 19 022 W2CG 6 2 270 o10 410 405 ¢35 G 2 450 a0 N o3 .50
oN8 o1l o100 412 13 412,12 é/ 3450 013 40 o14 413 \;r"s 220 o0 L2C .20 .40

023 233 ¢35 432 o33 426 .24 N 4 143 .04 406 25 w22 N & 222700 222 22 o34
e15 414 16 1R YR 17 .13 G .29 N7 03 ¢35 .26 S 425 o0 12 .12 .50

CLIMATILOGICAL REGIMIN N'JMBER ~3  STATISTICS FUR HMOHNTH

CONDITIONAL PRORABILITIES

TI«4F {LSTY 24 HNUR TEMPORAL 200 NM SPlTlAL
D6 N7 10 13 16 19 22 1 2 3 4 5 ! ? 3 & 5
A8 L5 06 M .017.46 » 09 U o¥T 416 o117 42 .38 b oe30 .20 .2¢ ,2C .10
e25 021 19 <11 013 o186 «22 G 2 <05 o018 424 o42 411 G 2 o0 425 425 450 0
«13 +13 (16 416 1T 413 .13 E 2 202 415 227 39 L17 S 2 o ol ebb 56 .08
N

23 ¢33 232 41 439 034 L3646 N & 403 409 .21 450 .17 4 ol WP <05 W73 22

2] 29 22 o31 430 431 .22 5 o5 406 .lé «52°,21 S o) o0 0 61 .59
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2.2 Statistical A.'djusi’ment Techniques

2.2,1 Time and Distance Scaling ' _ . _ a

The conditional distributions as tabalated in the data bank are given for a
200 n,mi. spatial distance (assumed to be directionally independent) and a 24-hour
time separation, For simplicity in computer simulations, the assumption was

made that the conditional probabilizies decay linearly with. distance or time. Thus,

“modifications for distances less than 200 miles or times less than 24 hours i‘nvo!vc

only a straightforward linear interpolation. Beyond 200 miiz2s or 24 hours, two

additional conditions are imposed:

1)  For values ca the diagonal, the interpolated value iust be greater
than the unconditional probability oi the diagonal value; i.c., P(x!x) must be
greater than P(x), 1f this test fails, the horizontal line of the 5 x 5 conditional

b

matrix is replaced with the vertical colurnn of unconditional statistics.

2}  For off-diageral values, the interpolated value must remain below
the unconditioral probability of the given cloud group. i.e., P(xly) must be less
than P(x). If this test fa:ls, the entire horizontal line is again replaced by the

unconditional statistics.

These restrictions insure that the data will return to the unconditional level for
large distance and timé separations {wheve little conditionality remains). They
also preclude such undesirable products of manipulation as having the probability
of clear skics at point A g;-eafcr, whua it is known to be not clear at a neacby
point B, than when the situation at B'is unknown. ‘

An additional cémplicntion occurs when dealing with the temporal conditional
statistics. In this case, it may be necessary to correct the interpolated matrices
for diarnal variations in cloudiness, The technique which was derived tc handle
this gituation effectively "weights? the regularly derived coﬁditinnal array by the
change in the unconditional distribution between the original and the new time,
Thie approach satisfies the intuitive notion that diurnal change is sﬁperimposed

N

on the more gross synoptic scale variations.
2.2.2 Areca Adjustment

The general features of the change of cloud cover distribution with the size

of the sample area can be readily visualized, The cioud cover over a true point
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can have but one of two values, clear or overcast. The cloud cover over the
entire carth scems to stay rcasonably constant at about 40%, Arecas of intermedi-
ate size have cloud distributions which pags from the U-shape characteristic of
small arcas to rnore bell-shaped distributions at rates which depend on the prc-.-:a-
lence of large-scale cloud systems; The temperature zones, in which large cloud
systems are the rule, show characteristically U~ or J-shaped distributions at the
30-mile 3cale stze of the ground observer. Tropical regions may already exhibit
beli-shaped distributions at this scale, Similar transitions in distribution shape
occur v;'ith the conditional arrays, although in this case the change is from valley
to ridge configurations, ’ »

The pccedure developed for increasing the rcpréscntative area size
utilized a Markov chain o( individual data blocks across the diameter of the new
arca size., The joint distribution of the combined area in the diametric strip was
thus determined and éummcdintcrnally over like cloud amounts. On the assump-_
tion that cloud cover, rather than béing_ randomly 'ciis;cributcd', s‘imply appears E\x'sf
a gradient across the area, the distribution of cloud cover in the diametric strip

was taken as the distribution for the entire art;-a.

2.2.3 Li.nitations S T

The procedure of replacing individual rows of the conditicnal.arrays by the

.unconditional distributions (when scaling for time or distance) has come to be

known as “'stuffing. " Insofar as the stuffing procedurc represents a return to the

unconditional statistics (i. e., neglecting whatever v.e may know about the conditions

at some other point), its use for short intervals iu upace and time should be avoided.

Of course, beyond certain limits the conditionality expires and the unconditionals
are required, The premature return to the unconditional assumption is ‘a drawback
of the present system and is due in part, at least, {u the use of a relatively unreal-
istic linear decay rate. ‘
Although the existing techniques for the ealargement of the representative
arca size seem to work reasonably well for the unconditional statistics, experi-
ments in adjusting the conditional statistics have revealed some discrepancies,
The most vulnerable portions of the earlier enlargement scheme are the reliance
on linear decay rates in estimating cloud distributions azross a diametric atrip
and the extension of that cii'stribution to the entire area. For future applications,
where a wide variety of fields-of-view may be anticipated, a new technique should

be sought for the area adjustment of the conditional statistics.
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2.3 Mission Simulations
2,3.1 Monte Carlo Procedure

Given the basic data bank and a set of proceduras to convert these data to
the format required for specific earth observations, it is possible to simulate the
performance of a sensor system, or of an ertire carth obseryatioxi program,

The overall logic employed in a Monte Carlo. routine to simulate repetitive looks_
at a particular area is presented in Figure 2-2, For computational convenience,
all tables are first organized as cumulative probabilities in ascending order of
cloud cover, Mission iteration number, Q, and pass number, n, are initialized,
A random: nurﬁScr, RAN, uniformly distributed in the interval 0 to 1 is generated
and the first draw is made from the unconditional table by finding which cloud
group ; ~obability interval contains RAN, (Recall that the probabilities are now
cumulative in ascending order of cloud cover.) If the cloud group selected, G(n),
is number 1 (clear), 100% coverage has l‘>eexr1'achi_cved and a suit;bié tabulation is
made and another mission is initiated, If the cloud group is other than clear, a
coverage percentage B is assignéd and the pass number is incremented by 1, A
new cloud cover is drawn frora a temporal conditic;;)al tabie, using -the row deéign-
nated by the cloud cover drawn on the previous pass, and the'cojumn designated
by a newly selected RAN, Agaiﬂ;‘ if cloud group l.occurs,- (G(n) = l),' 100% cumu-
lative coverage is tabulated for the pass, and a new mission is initiated. If G(n}

is not 1, an incremental coVerage, AB, is added to the existing coverage, ‘B(n).
The incremental coverage may add no new information at all, or it may result jn
total coverage, If it does, the 100% coverage branch is followed, if not, the
coverage achieved is recorded as a function of the number of passes. This process
is repeated for tﬁe N passes allowed in the total mission. The entire simulation

is iterated NOQ times,

An example of the sort of results possible through the abplication of these:
techniques is presented in Figure 2-3. The graph shown in this figure results
from a simulation of daily noontirne observations from a sun-synchronous space-
craft with a 100 n.mi, field of view over the Gulf Stream region for the month of
June. Percent coverage is plotted vs, the probability of obtaining that coverage
as a function of the number of consecutive passes, Clearly, a number of other
preécntation formats are possible, Plotting the number of satellite passes required
to achieve some particulaxr coverage vs, the probability of achieving that coverage

has also been found to be very useful. (Brown, 1969.}
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2.4 Eumensry
To review, the status of global cloud model at the ciose of the preﬂous

study waz as follows;

41 A data bank had bren vetablisted which pravided both unconditioral
atd cond:tianal ¢loud-amount tabulatians, The data were particuiarly weak in
the conditional arrays fmecessitating & six-mranthly stratificatic~} and in coartaja

southern hemisphare rogions, The use of ground and satelliin obsorved cloud-
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amounts introduced inconsistencies into the data base, Only 29 cloud climatic
regions were defined, although in certain arcas, such as the Continental United

States, a much finer breakdewn is possible,

2) Prelirninary techniques had been developed to adjust the time, distance
and area scales of the existing data bank., Thn linear decay assumption in the
time and distance scaling was not sufficiantly realistic and lcad to premature
"stufling." The area adjusiment technique was also based on the assumption of

a linear decay rate and, in practice, yiclded questionable results.

3) A Monte Carlo program had leen dewveloped to simulate anticipated
cland anoanfs,.  The validity of the results were dependent upon the accuracy of
hoth the dafa base and the statistical manipulation techniques. Moreover, no

correction was made {or varying sensors or sensor resolutions,

The following sections present a detailed summary of the work which has
heen accomplished during tire current study to update and impreve the global cloud

and atmosplieric model, a presenting our results, we shall follow the same

reneral orpanizational structure as that established above, with separate sections

on the data base, statistical techniques, and simulation procedures, Subsequent
sections shali then discuss the introduction of severe weather and water vapor

statistics,

15
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3. DEVELOPMENT OF A REVISED DATA BANK

3.1 New Ground-Observed Data

£ complete new set of gréund-obsérved unconditional data has been included
for Region 5, a Descrt Marine climatic zone occurring over oceans off the west
coasts of continents. Ten years of record from the San Clemente Island station
off the California coast were used. The previous data set had been extracted from
the Los Angeles Weather Bureau records and had required some modification by
time of day and time of year, The actual processin.g of the San Clemente data was
carried out in a separate study performed by ARA for the Scripps Institute of
Oceanography (Duntley et al., 1970). Thess new data are included in the Revised
Data Bank presented in Appendix C.

It had been hoped at the start of this study that some of the cloud cover
work being performed by ARA for the Woods Hole Oceanographic Institution could
be used to expand the data base for Region 6, an area occurring only off the coast
of Peru, Unfortunately, only the lowex resolution ATS data were used and then
only for a one or, at most, a two year périod of record. Given these limitations,
it was decided to let the Region 6 data as recorded at Talara, Peru, remain un-
changed, i -

The possibility of using the U, S, Navy Marine Climatic Atlas of the World
as an additional unconditional data source for selected ocean regions was investi-
gated. These data are presented by month in cumulative frequency graphs of cloud
amount for individual data stations, (U, S. Navy, 1955,) Because they are not
stratified by time of day, however, relatively little use can be made of these data
other than as general guidelines to mean cloud amounts. As such, they may be
useful in f{uture studies to refine the boundaries of those cloud clifnatic_ regions

occurring over remote ocean areas.
3.2 New Satellite~Observed Data

Since the completion of the previous study, nearly three years of additional
satellite data have becorne available. Rather than provide only a cursory exami-

nation of all 29 regions it was decided to conduct a more intensive data extraction

program for a limited number of areas, These areas include Regions 4, 5, 11, 13,°

16 and 22, and are depicted as shaded areas in Figure 3-1. As will be seen in
later sections, besides furnishing a reliable data base, the more intensive data
extraction techniques provided a sound basis for the developmuant of realistic time,

distance and area scaling techniques. . T
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] 3.2.1 Description of Selected Cloud Regions
P .
‘ The two primary cloud regions selected for an intensive data extraction
| were Regions 11 and 4, representative of mid-latitude and tropical cloudiness,
b respectively. For each region, three years of data (1967 through 1909) were

extracted, The additional regjons, for which two years of data (1968 and 1969}

were extracted, are Regions 5, 13, 16 and 22,

Region 11 (Base Station; 40°N, 90°W)

Region 11 is of particular intercst because a large portion of the I'nited

States falls within this area. The bhasec station was sciccted so that the data

extraction template (described in next section) would encompass the ground

stations at Peoria, Illinois, and Pittshurgh, Pennsylvania. (These data wers
- then used in developing ground/satellite cloud-amount comparisons - see Section
. , .
3.4.) '

Region 4 (Base Station; 200;‘\'. 6'}0\‘.’)

Region 4 is typical of a tropical occan area wiih a moderate amount of

.

cloudiness throughout the year.

v

Region 5 (Base Station; 32°N, 120°W)

[EUP PP Ry S S

Region 5, an occanic area with pradominately stratiform cloudiness, is a
va.lu-ablc addition to the original Data Bank, since the previously derived statistics
for this region had been assigned a low-confidence factor., The base point for
Region 5 was placed such that the ternplate would encompass the San Diego ground

station.
Region 16 (Base Station; 8°N, 0°w)

Cloud Region 16 is a tropical region with an extreme seasonal variation in

cloud amount, It may be possible, thercfore, to apply the Region 16 conditional -

. e AN S P ARV LN AT LOSHTIIM ST

statistics for various scasons Lo other tropica! regions.

Region 13 (Basne Station; 44°N, 42°W) :

Cloud Region 13 is representative of mid-latitude, oceanic cloudiness,
, The satellite-derived statistics can be compared with those derived from Ship D,
o.. o : :
at 44 N, 417w,

19
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Region 22 (Base Station; 44°S, 30°E)

The statiztics from the southern hemisphere Region 22 can be éomparcd
with those derived for Region 13, the northern hemisphere counterpart. Since
data for these regions now cover a full two-year period, it js possible to examine
more carefully the monthly variations in cloudiness and to determine whether

Region 22 is actually a "seasonal reversal" of Region 13.
3.2.2 Data Extraction Procedures

The digital brightness mosaics from the ESSA satellite pictures were
selected as the primary data source. The data in this particular coufiguration
have the considerable advantage of a uniform projection geometry on a global
scale without the shading effects present in individual picture frames. The actual
data extraction was carried out at —f_:he'Nation'a'.T: Environmental Satellite Service
(NESS) in Suitland,” Maryland. '

A template was prepared cohsisting of .pine 60 n. mi, circles aligned in an
el

east-west direction (see Figure 3-2). The first (left-most) circle was placed so
that its left and lower edges wez;e tangent to the seclected longitude and latitude
(respectively) of the “base station. ' Cloud amounts were then recorded for each
¢f the individual circles or stations beginning at the base station and continuing
toward the east. In order to permit the calculation of 540 and 600 n.mi. spatial
conditionals, the original configuration of nine consecutive circles used for

Regions 4 and 11 was altered somewhat for the remaining four regions. Those

" two data extraction formats provided a number of significant advantages:

1). They' provided an inté:jnal check as to the homogeneity of the cloud

region (at least across the east-west extent of the nine cireles).

2) The}-r significantly increased the data base for the calculation of

both the unconditionals and the temporal conditionals. '

3) They made possible the calculation of spatial conditional statistics
© in 60 a.mi. increments from 60 n.mi, up to 480 n.mi. using the
initial configuration, and up to 600 n.mi. using the final configu--

ration,

The use of the nine-circle templates sufficiently increased the data base
so that conditional statistics could be directly tabulated by month for the six
selected regions. It will be seen in Sectidn 3.3.1 that it was also possible to
tabulate the conditional distributions of all other regions by month, using the

unconditional arrays to weight the existing conditionals.
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3.2,3 Two-Reader Comparison

As an internal consistency check, a second reader was employed to dupli-
cate four ronths of cloud amount data from the ESSA mosaics. The specific

months selected were: Region 4, August and September 1969; Region 11, July

" 1969; Region 13, April 1968. Unconditional frequency distributions were tabu-

lated from cach reader’s data sheets fcr the combinad fsur-month period. The
results are shown in Table 3-1, The middle cloud amounts seemed to present

the most difficulty, but the overall agreement is quite acceptable.

TABLE 3-1.

. TWO-READER COMPARISON

Cloud Cé.tegory - Reader "A" | Reader "B" |~ Diffe_rencé :
: (%) - (%) - {%)
1 22 20 2
2 40 , 44 1
3 16 .13 3
4 - 17 ' R Y 0
5 5 6 i
" Mean per-category difference: 2%

It is of at least academic interest to examine the t-.vo;-reader- agreement
as a function ¢f cloud amount, Figure 3-3‘presents a graph of percent agree-
ment vs. cloud amount (in tenths) for varying error margins. Although it was
anticipated that the agreement would be the poorest for middle cloud amounts,
the less than 20% exact agreement for 3, 4 and 5 teﬁths cloud cover is surprising,
It can be seen, however, that even for these cloud amounts, nearly 60% of the
readings were withir cné-tenth of each other. Again it can be seen that overcast
and clear conditions produce the most favorable comparisons. This same sort

of bias has frequently been noted in ground-observed cloud cover data.
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3.3 Interral Data Consistency

e It has been noted that the cloud data Lank at the close of the previous study
had a number of internal inconsistencies, Theze scemed to stem largely from the

use of different data sources in the compilation ef the unconditional and conditional

statistics. Fortunately, a number of well-established statistical technfques exist

to remove or ar least minimize the discrepancies, ’
3.3.1 Correction for Different Data Sources

Theoretical Consideration

B

1n stratifying our statistical base by cloud climatic region and by momh.

we are making the following implicit assumption:.

Any two stations within the same cloud rcgic.m and the same

month will have identical unconditional cloud-amount frequency
\

distridbutions.

A "station'™ in our case, consists of any arbitrarily sized circular area, The two -
stations may be separated by space or time or both,” We can calculate the joint

distribution of cloud amounts, P(a, b), between any two stations, a and b, as

) failows:
I : i

: P(a,b) =  P(a)P(la) | ' 3.1) —

i where . - ) ‘ ' ' .
'i P(a} is the unconditional cloud frequency distribution at a . '
" and

. . ) P(bla)- ~is the conditional dependence of the cioud amount

at b given the cloud amount at z.

It can be shown that

F(a) '
’ } . (3. 2)
Pib) o , '

where the R and C represent row and column sums, respectively, By our basic
assumption, however, P(a) = P(b). Thus, when the tabulated 1300 local-ti.ne

unconditionals (closest to the derivation time of the conditional arrays}) are multi-

§ P_(a’ b)

Z P(a,b)
C

A o g b

plied through the spatial and temporal conditional arrays, the resultant joint

;
t
H
h
)
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distributions should have ncarly identical row and column sums and they should

equal the 1300 local-time unccnditionals. The extent to which this is nof the case

(and it rarely is}) is an indication of some disérepancy in the original data base.

The discrepancy can arise from a number of sources:

: 1) The conditional and uncondif;ional statistics are drawn from

different popul:;tions. ) : ;

2} The conditional and unconditional data are representative of

3} There are errors made in extracting cloud amount,

2

i different area sizes.

l

f 4} Thc cloud "regions! are not truly homogeneous.

; .

: Because the newly acquired -data are derived solely from satellite observations,
the row and column sums of their corresponding joint distributions are nearly
identical. A representative example ic shown in Table 3-2 for the Region 11,
August data where the P(bla_) is the raw 24-hour temporal conditional data, The ‘ -
row and column sums in this case differ by, at most, 2%. Since only the latter

two error sources listed above are present in the newly acquired data, these

small differences imply the reiative unimportance of those error scarces.

A Statistical Adjustment Technique . : : - i

The question remains, of course, as to what can be done for the remaining
15 regions (not counting the eight seasonal reversals) where new data ar< not
available. In order to get some fcel for the extent of the problem, a computer
'f program was written to extract from tre ‘existing conditional tables, those uncon-
i ditionals which when multiplied through the conditionals would vield the proper

row and columrn sums, It was learned that there were inconsistencies not only

T v Al

between unconditional and conditional arrays, but also between temporal and

|
1 v
. ) spatial conditionale. Table 3-3 presents a reasonably typical case, again for o
the Region 11 August data. The farae sort of discrepancies were found for all '
; » regions and a!l muonths. (In certain specialized cases suqh as Region 13 where §
] the unconditionals and temporal conditionals both came from the same data base, : |
i Pl
] .

the agrecement was nearly perfect.) In any event, it became evident that some
correction procedure was required for the remaining 15 regicns.

Several statistical techniques exist for adjusting ioint frequency distribu-
tions to yield specific marginal totals, assumed to be known from other sources.
(See in particular Chajter 8, '*Adjusting Sample Frequencies to Expected Marginal

Totals, " in Deming, 1964.) In general terms, we are seeking a procedure to
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TABLE 3-2

~

CONSISTENCY CHECK (REGION 11, MONTH 8)

P(a) P(bla) ‘Pla, b)
- - - - - - ’ T -
.26 .50 .25 ._'(_)4 T 1§‘:_-;;;.-50,3° ., 1300 ,0650 ,0105 ,04c8 ,Q078

.30 .22 .30 .13 .28 .07 L0660 ,0300 ,G390 ,0840 ,0210

101X, 12 .31 .21 .31 ,0543=1,0120 ,0310 .0Z10 .G3l0 ,0050

.28 .18 .29 .09 .35 .09 .0504 ,0312 .0252 ,0780 ,02352

06| |.24 .28 .o8 .3+ .0% L0144 .0148 .0048 .0204 .0036
Column Sum: .27 .28 .10 .28 0%
TABLE 3-3

DISCREPANCIES IN GNCONDITIONAL DISTRIBUTIONS

{(REGION }i, MONTH 8)

Ground-Observed From Temporal From Spatial
Unconditionals (1300) Conditionals Conditionals .
.07 .43 .26
.20 .13 14
.18 .10 - .13
.37 .19 .28
.18 .15 .19
26
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3} ° Return ta Step ! and continuc unti} each of the row and column
sims are sinmwultancously within some prascribed range {0,263
in our proegrami of the desired marginal fotals, Canvergence

usually ec~urs within a very few jterationa.

After convergnce of the Jterative procedure, the new conditianal tidles may be

derived by dividing through each row by the final marginal sum,

The Desired Marginal Sums

Given that statistical tecnniques exiat which may be used ta normaiize sur
joint diatribution tabics, ‘one impurtant question remaina: To what set of uncon-

ditionals do we normalize the joint distribution? There «re three possibilitieas

27
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1}  Unconrditinnals as extracted from the conditionals - There are many
problems here. The unconditionals as extracted from the spatial and temporal
conditionals do not agree with each other, s> that some sort of mean would have
to be established, The resx’ﬂtlant conditionals wculd still be stratified by six-month
intervals, TIhe data base for mahy of the conditional statistics is quite poor so

that the extracted unconditionals would be unreliable.

"2) The existhirg 1300 local-time ground-observed unconditionals - Here,
at least, the data base is larger, It is difficult to say, however, just what the new
conditional tables would represent, They would be an unusnal combination of

ground and satellite observed statistics,

3) Sirnurated satcllite unconditionals - If a way can be found to accurately
modify the existing 1300 local-time grcund-observed unconditionals, valid for an
areca approximately 30 miles across, to the equivalent of satellite-observed uncon-
ditionals, valid for a é0-mile area, we wouid havé the idezl unconditional set.

They would be derived from a f{ism data base and would be completely compatible

with the existing sa*ellite-derived conditional distributions.

One of the tasks of this study was {o develop a relationship between cloud
frequency distributions obtaihed from ‘ground observations and from satellite
observations, In Section 3.4, a "transfer matrix" is derived which may be used
to convert from ground-observed to satellite-observed frequency distributions.
Aftes considering the pros and cons of all three marginal sum possibilities, it :
was dccided to use the "transfer matrix" to modify the exi$ting 1300 local-time :
ground-observed \gncondiiionals. The result: nt simulated satellif_:e"unconditionz;ls }
were then used to normalize the conditional arrays to produce a consistent data
set, V/ith the exception of those regions for which new data were available (Regions :
4, 5, 1i, 13, 16 and 22), all of the gpatial and temporal conditional tables which !
appear in the Revised Data Ban'k discussed in Appendix C were generated in this

manner,

T e s

Conditional Directionality

BRefore closing this section it is vorthwhile to note that if the spatial con-

ditionals were truly indenende:t »f direction we weuld have yet another boundary

- ot 8 apt e ety
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condition. It can bz shown under this ass umption (or the assumption that time
rans equally well backwa.rds or forwards) that the corresponding joint distribution
matrix sho 'd be symnietric about the diagonal. The joint distribution matrix

in Table 3-2 indicates that in at lcast some cases the time reversal assumption

28
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may be valid, Lacking any firm evideace that cloud-amount conditionality is, in
general, independent of direction in space or time, we decided not to apply this
additional boundary condition, Strictly speaking then, the spatial conditionals as '
tabulated in the Revised Data Bank are west-to-east conditionals, The effects of
the lack of north-south 2onditionals are considerably lessened by the cast-west

alignment of most of the cloud climatic regions. .

3.3.2 Regional Homogeneity

sw, Ap2d

One of the advantages: of the data extraction procedure devised for the ‘
current study was that it afforded a mé;ns of checking the homogeneity of the six
selected regions. In Figures 3-4, 3-5 and 3-6 we have arbitrarily chosen the
observational fréquency of clear skies as an indicator of regional homogeneity.:
(Season 1 vepresents Months 12, 1 and 2; Season 2, Months 3, 4 and 5; Season
3, Monthks 6, 7 and 8; Season 4, Months 9, 10 and ‘11.) It may be seen that
Regions 13, 22 and, to a great extent, 4 sacw little variation in clear sky frequency
(at least across the nine data extraction circles) throughout the year. Regions 11
and 16 are relatively homogeneous during some seasons, but aré more variable
during others. Region 5, which cncémpasses t;cean and land conditions shows
the greatest variability, (As will be seen in Section 3, 4, this variability necessi-
tated the dcopping of the San Diego Cata from the ground/satellite cloud-amount
calculations.) These results suggest that it would be worthwhile at some future

time to refine the cloud climatic regions where the data.are available to do so.

3.3.3 Seasonal Reversals
-9
The unconditional statistics tabulated for cloud Regions 13 and 22 provided
an opportunity to reexamine the "seasonal reversal' hypothesis between these two
regions. The cloud frequency distributions by month for the two regions are pre-
sented in Figure 3-7. These computer-produced graphs show that the overall

distributions are rather similar, with some months, such as April, May and Nov-

e —— et ot v N v (P CRAREE RN v SN TR N ST NN, L Y

ember, being nearly ideatical for the two regions. For each region, the frequency
of cloud-free conditions is 10% or greater in only three months of the year.

The frequehcy distributions for each region vary somewhat from month to

"month, with the mean cloud amounts ranging from about 65 to 45%. The variation
is not exactly seasonal, however; for Region 22, April, May and June have the

lowest mean cloud amounts whereas January and August have approximately the

i - : ' . 29
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same values, Other investigators have also rei)orted that the cloudiness at high
southern latitudes does not vary signi‘icantly throughout the year. - For example,
Van Loon (1966) gives the cloud cover at 50°S as about 80% throughout the year
and at 35°S about 65%. These values agree fairly well with those given in the
original data bank and in the satellite-derived unconditional statistics.

These results demonstrate that the three principal southern hemisphere
oceanic cloud regions (Regions 22, 23 and 29) are most likely not exact "seasonal
reversals' of the corresponding northern hemisphere regions. However, given
the general lack of any reliable data for the southern hemisphere ocecanic regions,
we believe that no advantage would result from any revision of the current seasonal
reversal hypothesis, For the southern hemisphere land areas, we can expect
greater annual variations in mean cloud amount, and therefore a greater applic-

ability of the seasonal reversal technique,
3.4 Ground/Satellite Cloud Observations

As has been noted, one of the tasks of this study was to develop a relation-.
ship between ground and satellite cloud-amount observations. This was achieved
by selecting the base stations for Regions 5, 11 and 13 so that one or more of the
data extraction circles would fall directly over an existing ground-observing
station, Simultaneous ‘ground_ and satellite cloud-amount observations were then
recorded for each station on a day by day basis., The Local Climatological Data
sheets issued by the Environmental Data Service of ESSA were used as the ground-
observed data source for Regidns 5 and 11, For Region 13, a punched-card

record of daily observations was used, Table 3-4 summarizes the ground stations

which were used, the corresponding satellite station, and the period of record,

-

TABLE 3-4

GROUND STATION DATA SOUL.CES o

Region | Station rtraction ey | Teoera!
5 San Diego, California . 9 1968-1969
11 Peoria, Illinois - 1 1967-1969
11 Pittsburgh, Pennsylvania ‘ . 8 '1967-19.69
13 Weather Ship D" 1 - 1968-1969

Lk,
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In analyzing the sirnultaneous ground and satellite cloud-amount data, we
attempted to set up a "transfer matrix* which when vsed to operate on a ground-
cbserved unconditional data set would yield the equivalent of a satellite-ob:served
distribution. To accomplish this, a joint distribution table of ground anfl satellite
cloud amounts was generated using the individual day by day observations, The
correlations between ground and satellite observations were found 'to. be extremely
poor for the San Diego station. Apparently the proximity of ocean, coastal and
mountainous conditions in this region are such that any slight misalignment of the
data éxtraction circle would yield highly erronscus results; For this reason the

San Diego data were omitted from any further analysis. The {inal transfer matrix

was derived by dividing through the joint distribution table (composed of Fittsburgh,

Peoria and Ship " D" data) by the marginal totals, The resuliing matrix is shown
in Table 3-5., This matrix may be used to calculate a simulated satellite uncondi-

tional distribution, Ps(j). from the original ground-observed cloud amounts, Pg(i),
as follows: '

Ps(j) = s> Pg’(i)‘ * T(i,j) ’ : ] (3.4)
: i=1l ’
where

T(i, j) is the transfer matrix, .

TABLE 3-5 . e

TRANSFER MATRIX

Satellite (j)
1 J 2 i 3 | 4 | 5
1]].68 .17 .07 .08 .0
~ 24| .46° .28 .09 .15 .02
E 3 |l.30 .27 .13 .24 .06
§ a7 24 .15 .35 .09
© 5 || .06 .10 .07 .43 .34
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There are a number of observations which might be made regarding the

T(i, j) transfer matrix derived above:’

]

It represents a tabulation of daily observations for a combined .
eight-year period, so that the joint distribution matrix has a -°

population of nearly 3000 separate entries.

Because the observations were compi‘led on a da'y by day basis,
the final matrix is relatively independenf of r.egion, season.or
distribution shape. (e.g., The transforrﬁa’cion from a 30%
ground-ohserved cloud cover to some equivalent satellite-
observed cloud amount should be independent of where or when
the 30% coverage occurs or how often it occurs,) The only
cxceptions to this general rule would occur as a result of varying
cloud types. (e.g., The overcast-to-clear transformation would
occur more frequently in #n area of predominant thin cirrus
overcast than in an area with predominantly lower and thicker
overcasts,) Lacking the cloud-type data recessary for any
refinements in the transfer matrix, we decided to simply rote -
that some problems may exist and to use the matrix as origi-

nally derived,

The individual members of the T(i, j) matrix seem to be inuitively
rcasonable. The fact that a satellite with a 60-mile scan -spot
would record clear skies on only 68% of the occasions that a
ground observer with a 30-mile observation circle records clear
skies is in keeping with the decrease in clear sky obsiervations
vchen quadrupling the area size. The overcast-tn-overcast
reduction factor is even greaterA (34%) due to the transparency
.(to satellites) of certain types of overcast, The fact thata |
satellite will record clear sky conditions on nearl.y half (46%)

of the occasions that a ground observer records Category 2 may .

be attributed to the 2 n,mi. resolution of the ESSA data source. ,

One of the potential error sources in tabulating the T(i, j) stems
from misalignments of the data extraction circle. We have

assumed that, with nearly 3000 observations, these errors

F T

tended to cancel out.

———
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The transfer matrix, T(i, j), derived above was used to operate (via Eq.
(3.4) ) cn all of the original ground-observed 1300 local-time uncoﬁditioﬁals,
Pg(i)’ to yieid the equivalent satellite cloud amounts, Ps(j). These simulated
satellite unconditionals are tabulated by month and by region in the Revised. Data
Bank in Appendix C. Figure 3-8 shows examples selected from Regions 4, 16 )
and 22 {not uéed in the deviation of the transfer matrix) of how the "tra.nsforﬂled"
1300 local—timé‘ unconditionals raatch the recently recorded satellite unéonditicnals.

(Recall that we are going trom a ten-year data set to a different two-year data set.)
3.5 Descrip’cion of Revised E_)atav Bank

The Revised Data Bank is listed in Appendix C, In Section C. 1}, the uncon-
ditional and conditionail distributions are listed in exactly the same format as that
used in the original repcxt (Sherr, 1968), and as shown in Table 2-2, In Section
C.2, the 1300 Iocal-time ground-observed unconditional distributions as modified

to simulate satellite-observed uncondiijonals are listed by month and by region.

Unconditional Distributions

For all regions .except Region 5, the unconditional probabilities as‘listed
in Section C, 1 of Appenlﬁx C are unchanged from those listed in the ori_rginal data
bank. The original Region 5 data were replacad by an unconditional data set newly
extracted fz:orn ten years of San Clemente records., As bef?re. these data are

valid for a representative area size with a 30 n.mi. diameter.

Conditional Distributions

The conditional distributions for-all regions as listed in Section C. 1 of

Appendix C were derived as follows:

1} Using Eq. (3.4) and the T(, j) traﬁsfer matrix derived above, the
original 1300 local-time ground-observed unconditionals, P (i), were modified to

' simulate satellite-observed unconditionals, Ps(j)’ valid for a 60 n.mi. area.

2) For Regions 4, 5, 11, 13, 16 and 22 the driginal tempecral and spatial

conditional arrays were replaced by the newly extracted conditional data.”

3) The simuiated satellite unconditionals, P, (j)s were then multiplied
through the conditional arrays, P(ilj), for ali regions to produce joint distribution
matrices, P(,j). )

ice., P(i,j) =P, G) PU[H. (3.5)
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{The newly gxtracted satellite uncon ional gats lar the 2.2 new rejiun: wese

guite sumnt{ar to tre sumalated Sata, Latl exsibited greater fluctuations from month

it prefirable to use the sunulated srcondilionals (o the slep abave. |
53} Us:ing the sterative 'prccédure describred in Section 3,53, 1, the joint
distribution matrices ware normalized to yield tho sumulated-sateliste Lnconditionals

&s the row an'i columur sums,

W

! Tz normuahized jornt dintrikution matsid was then divided trreugh by

the fnal ro= sums to yield the condittanal dx;tr—zbutmns' listed in Appendix C,

Sunulated Satellite 'nconditionals

Tre stmulated satellite urncomiitienals ay dersved from the £330 local-time
ground-observed uncoaditionals ere histed in Sectwan C. 2 of Apperdsx C by month

and region.
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4, REFINING THE STATISTICAL ADJUSTMENT TECHNIQUES
4.1 Time and Distance Scaling
4,1.1 Markov Scaling

As was noted in Section 2.2.3, the usre of a linear decay rate for femporal
or spatial conditionality often led to a preniature return to unconditional levels
through the procedure known as ''stuffing. " This section considers the ap'piication
of the assumption of a simple Mérk,o}v chain process to the problem of scaling the
conditional probability of the cloud cover for a specific area size and a reference
distance (or time) to any other distance (or time). The following discussion refers
specifically to thé spatial scaling problem, but is also directly applicable to tem-
poral scaling for integer multiples of a day. It can be.extended to apply to other
times by making use of the diurnal variation of-.the corrcspondirg unconditional
probabilities in the techniqué described in Section 4, 1,3,

Consider first the cloud cover condition at some observed location b
located a distance { away from a reference lo'_cation a. Ingeneral, the cloud cover
condition at b is related to the conditions at a by a coaditional probabilify matrix
of the form P(bla). For distan.es from a which are -l’j_ times { away {rom this
reference location, the corresponding general expre;ssion for the conditional

probability PN(bla) is cf the form (using N = 4 as an example):
Pylela) =Z. 2 T Ple|d, c,b, a) Fiilc, b, 2) Plc[t, a) P(bla). (4. 1)
d ¢ b i : : ’
If it is'now assumed that cloud cove': vonditional probabilities follow a

simple or Iirst crder Markov chain, the vari-us terms in Eq. (4. 1) become |

simplified as follows:
P,(e|a) =§ 2 I Pie|d) P(a]e) Pc[b) Pbla). (4.2)
c b ’

Finally, assuming that the first order conditional probability matrix (for-the dis- -
‘ance { ) does.not vary along the N elements of the chain, all of the P's on tle
right-hand side of Eq. (4.2) become identical and the entire right-hand side of

the equation is simply the N-th power of the basic P(bla) matrix; or in general

[0l ]" S
Pybla) = LP(bla)] ] | - 4.3)
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The above equation applies for any value of N, whether integer or not, as can be
@ visualized, for example, by ¢onsidering N to be composed of the quotient of two
l . integers N = \II/NZ, and referring all quantities to a smaller reference distance
YN
the resulting calculated conditional probabilities for the cloud cover statistics
'! considered in the present program did not always turn out to be positive retal
numbers. In some cases, particularly for small fractional powers, calculated
probabilities sometimes turned out to have small imaginary parts or small real
negative values, These small d.iscrepancies appeared to be largely a_.ssbciated

: with round-off errors in the inputr cloud statistics data and have been arbitrarily
‘< smoothed out in a computer program which has been developed for raising a con-
‘ g ) ditional probability matrix to a power, The input to this program includés the
' conditional array to be scaled, the power to which the matrix is to be raised and
{' the unconditional probability levels to which the matrix is to converge. A FOR-

TRAN listing of this subroutine may be found in Section B.l of Afipendix B.
4.1.2 A Test of Markov Scaling

One of the primary reasons for developing the particular data extraction
5 template described in Section 3, 2.2, was to provide a data base which wouid be
» sufficiently large to permit 2 careful analysis of the decay of conditionality with
L ’ “time or space. Temporal conditional arrays were compiled by noting the day to
day change in cloud cover for each of the data extraction circles or stations within
a region, and then combiring the individual station data to produce final conditional
arrays stratified by month or by season. Temporal conditional distributions were
calculated in 24~hour increments frem 24 hours to 240 hours, The spatial condi-
e tional statistics were compiled by considering each circle in turn as the base
v station and then tabulating the change in cloud cover from that location to every
W other circle to the right of that location, Table 4-1 shows, for both template
formats, the number of spatial conditional pairs which could be extracted from
each day's data. The spatial conditionals were tabulated in 60 n,mi, increments
from 60 n,mi, to either 480 n.mi, (initial template) or 600 n.mi. {(final template),
In both cases, the reliability of the data tends to diminish (fewer observations)
with increasing distance, '

In ordex to make the analysis of tire decay of conditionality a-more manage-

able task, a new cloud-amount categorization was defined, The new system

included only three categories, 1, 3’ and 5, where 1 and & were clear and over-

.cast as tefore, and 3/ inciuded Categories 2, 3 and 4 of the original classification,
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2° However, it might be noted that if noninteger powers are used with Eq. (4. 3),
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- TABLE 4-1

- SPATIAL CONDITIONAL PAIRS PER DAY

Distance Number of Pairs Number of Pairs -
(n.mi.) (Initial Template) (Final Template)
60 8 6

120 7 5

180 6 4

240 5 ) 6

300 4 4

360 3 3

420 2 2

480 1 3

540 0 2

600 0. 1

Thus a conditional array consisted -of only nine numbers in 2 three-by-three for-

mat, rather than 25 numbers, Figures 4-1 through 4-10 show the chserved decay

" of conditionality with distance and time for Regions 4 and 11, Graphs of certain

cloud category combinations were omitted ~vhen the popul-tions were so small as
to render the statistics meaningless. The data are stratified by scason (Seascn 1
for Months 1, 2 and 12; Season 2 for Months 3; 4 and 5; 7 Sé_a.son 3 for Months
6, 7, 8 and 9; Season 4 for Months 10 and 11) for Region 11 and are presented
as an annual suramation for Region 4, (The particular seasonal breakdown for
Region 11 and the decision to use an annual sumrary for Region 4 resulted from
a review of computer-produced graphs of monthly unconditional distributions
such as those shown in Figyre 3-7 in Section 3.3.3. ),

Of particular note in these figurcs is the lack of oscillation or "antiper-
sistence! about the unconditional levels such as was found in the previous study.
All of the decay lines begin at one or zero and seem io approach the unconditional
levels asymizotiéally. Perturbations at large distances or times are believed to
be dne o a diminished data base (recall Table 4-2).

In order to evaluate the Markov scaling routine, the observed 180 n,mi,
spatial conditional was taken as a 'given, " and theu scaled backward to 60 and
120 n.mi. and forward to 240, 300. 360 and 420 n,mi. The observed 48~hour
temporal conditional was scaled to 24 hours and the observed 24-hour conditional
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was scaled to 48 and 72 hours. These.scaled values were then compared with the
ohserved arrays and with values scaled in a linear fashion (including stuffing),
Table 4~2 shows the original spatial and temporal conditional arrays for Region
11, Season 1, before scaling. ' »

Tables 4-3 and 4-4 show the detailed scaling resulss far Region 11, Season
1. It can be seen that in every ins'canc_.e the Markov scaled results represent a
measureabie improvement of the linear scaling.- Table 45 lists the per-element
(of the three by three array) error made in scaling the conditional arrays by both
the Markov and linear techniques, Note that the poorest results occur when
scaling from the observed 48-hour conditionai array to 24 hours. This is due to
the very rapid decay oi conditionality to almost the unconditiunal level before 48

hours. The extrapolation results from 24 hours to 48 hours and 72 hours are
much improved.

TABLE 4-2° o I Y

ORIGINAL CONDITIONAL ARRAYS; REGION 1i, SEASON 1

.33 .59 .08 34 .56 10" 21 .54 19,

09 L6 .25 | .07 .66 .27 .10 .62 .28 |

.03 .47 .50 .03 .52 .45 .04 .54 .42
180 n.mi. 24 hour 48 hour

Spatial Conditional Temporal Conditional Temporal Canditional

4.1.3 Diurnal Variaticns

As a part of the previous study, a technique was developed for ‘adjusting .
the linearly scaled tenporal conditional distributions for diurnal variations (Sec-
tion 6.6 of Sherr et al, 1968). In effect thc ‘linearly scaled conditionals were
weighted by the change in the uncondition:1 distribution between the two reference
times. This satisfies the intuitive notion that diurnal change is superimposed on
more gross synoptic scale variability, The same technique can be applied to the
new dota’'base, except that now the Markov scaled “emporals are adjusted, The

following derivation of the diurnal adjustment procedure is essentially a revised
version of the original derivation.
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TABLE 4-3
DETAILED SPATIAL SCALING RESULTS; REGION 11, SEASON 1
‘60 n.mi. 120 n.mi. 240 n, mi. 300 n,. mi.
.64 .36 0 .43 .54 .03 .27 .60 .13 .23 .61 .16 ) ;
. ’ {
Observed: .05 .83 .12 .08 .72 .20 .10 .63 .27 L1000 .61 .26 :
0 .25 .75 .01 .39 .60 L0552 43 .08 .56 .36
) ,
- i g
.65 .35 0 .46 .52 .02 .22 .64 .14 17 64 .19 ‘ :
: : :
a ‘Markov Scaled: [ .05 .82 .13 ] | .08 .71 .21 .08 .64 .28 .08 .63 .29
0 .28 ,75] | .01 .39 .60 .04 .52 .44 .05 .55 .40 N
! Y . l . i
' . L y '
77,20 .03 .56 .39 .05 .08 .60 .32 .08 .60 .32 K '
Linear Scaled: .03 .89 .08 06 .77 .17 08 .60 .32 .08 .60 .32 8
01 .16 .83 | | .02 .31 .67 .08 . .60 .32 U8 .60 .32

*Stuffed,
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TABLE 4-4
DETAILED TEMPORAL SCALING RESULTS; REGION 1], SEASON 1

24 Hours © _48 Hours 72 Hours

.34 .56 .10 | [ .27 .53 .19 18 .60 .21

Observed: .07 .65 27 L1000 .63 .28 | | .10 .61 .29
©.03 .52 44 .04 .55 .42 .04 .57 .39

.48 .42 .10 .16 .60 .23 [ 11 .60 .29

Markov* Scaled:| .08 .70 .21 .08 .61 .31 .08 .60 .32.
.01 .42 57 .06 .59 .35! .07 .60 .33

* Kk ' *k

.63 .27 .10 .08 .60 .32 .08 .60 .32

Linear® Scaled: | .05 .81 .14 .08 K5 .32 .08 .60 .32
.02 .28 .70 .05 .60 .32 | ].os .60 .32

*24 hour results scaled irom 48 hours; 48 and 72 hour results scaled from 24 houré.
*#Stuffed,
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TABLE 4-5
ERROR COMPARISON OF LINEAR AND MARKOV SCALING

Region 4 Region 11 .
Annual Season 1 Season 2 Scason 3 ] Season 4 Average
gsi“:‘?c;’ Markov| Linear{ Markov{ Linear Markoy Linear | Markov| Linear | Markov{ Linear Markovl Liﬁenr
60 . 038 . 107 <. 004 . 00639 .012 . 062 .. 017 . 089 .025 . 069 -
. . } 018 .072
120 . 030 .093 . 009 .062 . 007 . 044 .020 .073 . 023 . 053 . _
240 .023 | .098 | .o018 | .078 | .019 | .072 | .016 | .063 | .030 | .066
300 .026 . 099 . 044 . 067 . 023 .083 .. 034 . 057 . 033 . 056
’ . 035 . 069
v 360 .D26 . 072 . 043 .071 ~.042' .079 .033 . 049 .032 .D39 ’
420 .039 - . 051 .062 .073 . 038 .069 - .0D79 .084 - . 043 . 046
Time
{Hrs.) i
24% .059 . 169 . 072 . 156 . 063 L1621, .053 _.160 .078 . 163 . 065 . 162
48%* . 026 . 049 . 047 .074 . 009 016 . 024 . 044 . 033 . 049
}. 032 . 045
k¥ .031 . 037 .037- .046 . .048 . 0406 ;040 | .056 .023 . 029

*Scaled from 48 hours.

**Scaled from 24 hours,
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A joint probability distribution is first formed between PA(i), the uncondi-

tional cloud-amount distribution at time A, and PB(i), the unconditional distribution

IO TR

at time B. The assumption is made that an event at time B cc‘rres’pontﬁng to a
specific event at time A is the one occurring at che same cumulative probability
level, The situation may be clarified by referring to Figure 4-11. Here the
uncondaitional distributions for times A and B are represented graphically, Cate-
gory 1 (clear skies) occurs with a relative frequency of 20% at.time A and 30% at
time B, Our assumption implies that an event of clear skies at time B occurs on

every occasion that Category 1 is observed at time A, and approximately 20% of

‘the time that Cztegory 2 is observed at time A, If either of Categories 3, 4 or 5

are recorded at time A, Category 1 cannot be recorded at time B. Hence the

equaction:

PL(1) = P,(1)+.2P,(2). | C (4.4)

o o

The remaining four equations in Figure 4-11 are deterimined in a similar manner.
It is the coefficients of these five equations that are used to "weight! the scaied
tempocals, .

These coefficients may also be determinsd in a no(ngrap’hical-manner. The
cloud categorization intervals fall at different cumulative probabilities in the dis-
tributions of events at times A and B. Thus it is necessary to divide up the inter-
vals of the distribution at time A and assign them to intervals of the distribution
at time B, assuming uniform distribution within an interval. To form the joint
probability matrix shown in Table 4-6b we find the fractional part of PA(I) that is
contained in (jointly distributed with) PB(I). In the example in Table 4-6a, all of
PA(l), 0.2, is contained in PB(I). Thus, 0.2 is entered in the joint probab:lity
matrix at position A = 1, B = 1 (cell number of joint table), Since PB(I) is greater
than PA(I), the additional 0.1 in PB(I) could not have oc;urred jointly with PA(I).
Therefore, it is placed in the joint probability matrix at position A =2, B=1,

In a similar way, we rate [jointly distribute) PA(Z) with PB(Z) and find
that only 0.3 are contained in both, Therefore, 0,3-is located in the joint matrix '
at A =2, B=2, Again there is an additional part to be allocated; this times 0,1 ‘
of PA(Z) must have occurred with PB(3); it is thus entered in the matrix at A = 2,
B =3, .

This process is continued for all categories as shown. These individual )
entries, divided by the marginal tetal become the entries in a pseudo conditional, '
PSCON (BlA). Note that the PSCON columns are the coefficients of the equations
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Pll)=2
Egl1)=3 ) Pgll)=P~ill)+. 2P4(2) "
A-
£y (2)=5 Pp(2)=3 | Pgl2)= .6P412)
3
______ —
!
Fl3/.2 Pg(3)=.2P4(2)+.5P4(3)
Py(3)22 |-~— o .
‘ Pyld)=l | Fg(d)= .5P4(3) :
~i2)=05|
B 75705 Py(5)=t | Pg(5)= By(4)+ By (5)
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| TABLE 4-6
' COMPUTATION OF A PSUEDO-CONDITIONAL
| DISTRIBUTION FOR DIURNAL VARIATION
? UNCON
Time (A) Time (RB)
1. Joint
' | Cloud : Rated Cell Rated
1 Category | Probability Probability Number Probability  Probability
{ 1 .2 { .2 -1 .2 } .3
{ .1
H . 4 . — /
§ . .
| 2 5o .3 22— .3 } .3
\g » l \ 2-3
’ { .1 B } ’ _
i \ 3_4:_\ . -t
,f 4 .05 { 05— ' .1 } .1
: 45— _ ‘
) . . .05 } . :
5 .05 { .05 5-5 — .05 1
% JOINT PROBABILITY
| . 4
: (B) o
, 1 2 3 4 5 Total y
l ‘ 1 .2 0 0 0 0 - .2 3 .
] (b) 2 .1 .3 .1 0 - o .5
‘i 3 (A) 0 0 .1 .1 0 .2 :
2
o, 4 0" 0 0 0 .05, .05
1 5 0 0 0 0 05 .05 3
A i
R A
A PSCON (B/A)- 4
} =,
o (B) %
% 3
i 1 2 3 4 5 3
} (c) 1 1.0 0 0 0 "0 :'\:EE
( 2 .2 .6 .2 0 0 B
K 3 (A) 0 0 .5 .5 0 3
o 4 0 0 0 0 1.0 4
! 5 0 0 0 0 1.0 L
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derived in Figure 4-1, A subroutine to calculate tﬁe PSCON matrix from the original
uncond1t10na1 distributions is listed in Section B. 2 of Appendxx B.
Finally, we form the diusnally adJusted conditional distribution, DITCON (II_])
by: , o
DITCON (i|j) = Z PSCON {i|k) . TCON (k|3) (4.5)
where ' . ’ k : v

TCON (k| is the Markov scaled temporal conditional.

Bounaary Crossing

It is worth hofing that exéc.tlyl the same brocedure may,"bc used to sifnﬁlate
a satellite crossing from one homogéneous cloud region to another. In this :ase,
the PSCON is derived from the unconditionals (at the appropriate time) in Regions -
A and B. The TCON is replaced by SCON, the spatial conditional array (possibly
Markov scaled) defined in Region A, The fina: DITCON is then the si)atija'li conditional
which links Regions A and B. ’

4.2 Area Adjustment
4,2.1 Enlarging the Representative Area Size

As was noted in Section 2.2.3, the original area énlargement procedure

relied upon a number of asétimptions, including a linear decay of conditionality and

a one-directional variability of cloud amounts, In this section we derive a new area
enlargement procedure which avoids the necessity of these assumptions, From at
least a mathematical point of view, the new procedure is more easily defended than
its predecessoi‘. It yields results which are consistent with our intuitive notions of
how statistical distributions should change with increasing area size, and when
applied to particular cases, its performance represents a measuratle improvement
over the origiria.l technique, On the minus side, thu newly develced technique
essentially carries out a repetitive doubling of the orizir:l {60 n.mi, -~ -iameter)
area size so that frequency distributions of cloud amount for interme.. ized
areas must be found through element by element interpolation (linear with area),

In the next section we shal: discuss a somewhat more sophisticated technique which
can be used to enlarge or diminish the representative area size of the unconditional
distributions. We hope at some {future point to arpiy the techniques of the second
method to area adjustment of conditional distributions as well, and thereby produce

a more flexible "third generation" area adjustment precedure.
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D-rivation of Enlargement Procedure

As zn example of the new enlargememt procedure, we shall cutline the stepa
which must be takehn to incrca-nae the representative area size of any set of cunditicnael
and unconditional data. Consider the Bimatioh'dapicted in Part ! of Figure 4-12,

Two areas, a and b, are separzted by an amount X ia space or time. Because the
¢onditional data are tabulated for a 60 n.rni. diameter area, we shall begin with a )
60-mile area in our example, The tapulated-30~-mile ground-observed unconditianale
can be converted to 60 mile satellite unconditionalsa using the Trarnsfor Matrix derived
in Section 3.4). We wish to derive the unconditional cleud-amount distribp:!oh for
new enlarged (doubled) avea A, and the conditional relationship (ten:i:orzl andfor
spatial) between Band A.

We know, or can readily calculate the following:

P(a) The unconditional cloud-amount frequency distribution
for area a. Assuming that a and b are within the samo

region and/or month, Pla) = P(b),

Px(bla) This may ecither be taken directly {rom tha _R.cvised Data :. )
Bank (if X = 24 hours or 200 miles} or scaled-to the
proper time or distance, . '
PGO(C|a) . ' ) , )
P (dlb) Obtained by scah.ng the 200-milo spatial c?ndi!!ona!
60 array in the Revised Data Bank to 60 n.mi,

We wish to find:

P{a) The unconditianal distribution for enlarged arca A, and
PX(B[A) the conditional relationship between B and A. Again wo

assume P(A) = P(B).
Using the Markov dependency assumption, we can writes

Pla,bic,d) = Pa) Pyglcla) Pylbla) Pyo(dlyy .8
where

P(a, b, ¢, d) is the joint probability of cvents in all four areas.
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Defining the cloud cover in A to be the average of the cloud cover a and ¢ while

the cloud cover in Bis the average v{ b and d, we may write:

P(A,B) = Pac,bdh - : ' (4.7)

To find P(ac, bd), the KWHERE location matrix shown in Table 4-7 and defined in

the previons study is used four-dimensionally.

TABLE 4-7

CLOUD GROUT 1 OCATION M ATRIX
(KWHERE)

Cloud
Croup ! Z. . 3 i 5
N
1 1 z 2 3 3
2 2 2 2 3 4
3 2 2 3 4 4
1 3 3 4 4 4 i
5 l K & 4 +4 5

{The KWHERE matrix simply indicates the appropriate cloud category for an area
composcd of two cqual arcas whose clead categories are the row and column mar-
gins of the KWHERE matrix,} The desired unconditional distribution may be found

from a row sum of the resultant P(A, B).

i.e. P(A) = X P(A, B _ (4. 8)
R .
Note that with internally consistent data we would have:
P(A) =  F(B)= X P{A,B). (4.9)
. C N

Finally, we can determine the desired P,{(BlA) bv dividiag 1hrough the joint

distribution by the row sum,

e s £

’ - t
- P A, B . : i
Px(BlA) - _J_)P(A) . ' (4. 10) i
A subroutine which takes the ‘nput parameters on the right side of Eq. (4. 6) and
returne with the desired P(A) and P\{(BlA) is listed *- Section B.3 of Appendix B. .
64




N

e L e e

As an aside, we shall simply list here a Monte Carlo procedure which, if
repeated often enough, will duplicate the four-dimensional application of the
KWHERE matrix.

1) Average the P(a) distribution in a cumulative format and set
F(A, B) = 0,
2) Select a cloud cover for 2 by choosihg a random nu.n":ber in the

interval 0 to 1 and enter.ing P(a).
3) Determine cloud cove:;'s‘for b and_c_'from Px(bla.) and Péo(cla).
4) Determine cloud cover [9r _c_l_.ftom iD(:O@lb)' .
5) Determine A = ac and B = bd {rom I'(WHERE rnatrix,
6) Add one to the appropriaté A, B location in P{A, B).
7) - Repeat Steps 1 through 6 mé.ny tilmes.
8)  Divide the final P(A, B) by the row sum P(A) to get PX(BIA).

We have now doubled the representative area size of Px(b] a) to yield
PX(BIA). If we now wish to redouble the area size, it makes a differepc-z whether
#X" in Figure 4-12 represenfs a distance or a time separation, Ifa distance, the
procedure is straightforward. Scale the new PX(BIA) to a distance ‘\/Z- x 60 T 85,
(The radius or diameter inréases as the square root »f the area.) Again using

the Markov dependency assumption, we can write (see Part 2 of Figure 4-12);

P(A, B, C, D)

P(A) Py, (c_lg.) P, (BlA) PSS(DlB) | (4.11)

where nows;

P(A’, BY)

P(AC, BD). - ’ (4.12)

Eq. (4. ‘11) and (4, 12) are identical in form to Eq. (4. 6) and (4.7) sb that we can
now continue as before.

If "X represents a time separation, an intermediate step is required.
Before we can calculate either PSS(CIA) or PSE;_(DIB) (numerically identical) in
Eq. (4.11) above, we must first enlarge ono(bla) {(from the Revised Data Bank)
to PZ'OO(BIA) and then scale down to 85 n.mi., Thus, enlarging temporal conditionals

beyond the first doubling requires the simultanecous enlargement of spatial condi-
tionals, '
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Analysis of Results

The newly deri»;ed area enlarging procedure was used to triple the' repre-
sentaiive area size of the unconditionalv and tcmpo:al. conditional distributions for
Regicns 4 and 11, These data were stratified by year and season, respectively,

(The same seasonal definition as used in Section 4. 1.2 above.)} The results were

then compared with observed values and with similar resuits derived from the

previous area enlargement technique. To simulate a data base, the nine data

extraction circles were grouped into threce sets of three contiguous circles, and

new unconditional and temporal conditional datﬁ were tabulated. (Due to the unusual .
shapes of the new areas, calculations’ of spatial conditionals were not attempted.)  ~

Table 4-8 compares the performance of the two area erlargement techniques
in simulating unconditional distributions for an enlarged area for both regions and
all seasons. On the average, the per-eclement error using the new procedure is
only one-third as large as that using the old method, In Table 4-9, the detailed
results of arca enlarging the 24-hour tempsoral conditional for Region 11, Season 1,
are presented, The mean per-element errors ior both methods are listed in Table
4-10 by region and season, The new results represent a modeast (25%) improve-
ment over the earlier method, Some extenuating circumstances are worth men- o
tioning: ‘ - : - o o

1) The oblong shape of the three contiguous data circles may not

be entirely representative of a more uniform tripling-of area

size.

2) Due to assumptions inherent in the method, the original area-
.enlarge technique should per'form the best for small area
. increments and become worse as the representative area
ircreases, The new method is not limited by the same

assumptions.

3) An éxa.ct solution is probé.bly not possitle, In any event, a

more accurate approach would have to take into account the

spatial distributions of the predominant cloudiness,

. AP W S ey gy P Wi b 4
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" TABLE 4-8

AREA ENLARGING OF UNCONDITIONALS

1 2 3 4 5 E 1 2 2 4 5 E
Atl.45 .37 .08 .09 .01 - Alj .08 ,13 ,08 .39 .32 -
.26 .56 .10 .08 0 - Bil .03 .14 .12 .52 .19 -
.34 .48 .10 .07 .01 |.c36' [cCff.05 .12 .16 .44 .23 .036
Di{.32 .52 .08 .08 0] .024 D{f .04 .13 .13 .50 .:20 .012
Region 4, Annual Regian !1, Season 1
1 2 3 T4 5 E 1 2 3 4 5 E
Alj.28 .15 .07 ,30 .20 - ,A> .20 .27 (13 .32 .08 -
Bll.19 .22 .11 .37 .11| - Bl| .10 .3+ .18 .36 .02 -
cilf.2o0 .17 .17 .31 .15 .044 cf L13 .27 .22 .33 ‘.05 ;040
pil.18 .21 .1z .36 .12].012f ;D|| .10 .3¢ .17 .36 .03|.004
Region 11, Season 2 Region 11, Sea;on 3
1 2 35 4 5 E Legend
All.22 .14 .11 .29 .24 - A Original uncc;nditional distribution
-B, . 12 . 21 .12 .44 .11 - B  Unconditionals for enlarged area
cll.15 .16 .19 .34 .16].060| C Results of old technique
D|l.12 .22 .16 .39 .11 ].0% D Results of new technique
Region 11, Season 4 E Mean per-element error
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TABLE4-9

AREA ENLARGING OF TEMPORAL CONDITIONALS; REGION 11," SEASON 1

Original

24-Hour TCON :

Enlarged
24-Hour "I‘CON :

Result,
Old Technique :

Result,
New Technique :

.34 .20 .08 .28 .10
Jl40 .21 .09 .33 .23
.09 .18 .16 .33 ., 24
.05 .14 .09 .42 .30
03 .07 .05 .40 45
.16 .40, .16 .28 0
.08 .29 .13 .38. .12
.03 .22 .16 .51 .08
.02 .10 .13 .58 17
.01 .04 .06 .53 .36
.21 - .23 .21 .21 .08
.08 .18 .19 .43 .12 |
.07 .14 18 .44 17
.04 .10 .14 .47 .25
02 .08 .13 .44 .33
.16 .24 17 .36 .07
.07 .19 16 .48 .10
.06 .16 .15 .49 14
.03 .11 .12 .54 .20
.01 .07 .1C .56 .26
68

.Mean Per-Element -
Error = ,0536

Mean Per-Element
Error = , 0424
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TABLE 4-10

e ERROR COMPARISON OF OLD AND NEW AREA ENLARGE PROCEDURES
. ' I Régions - Old Technique New Technique l
Region ¢4, Annual L0410 . 03-‘:0‘
Region 11, Season 1 . . 0536 . 0424
Region 11, Season 2 . : .0552 , 0280 . ,
Region 11, Season 3 . .l0420 .0372 :
' Region 11, Season 4 ) T 0708 - p . 0516 7

4.2.2 Area Adjustment of Unconditional Distributions

The procedure described in the previous section provides for the calculation . :
§ of probabilities for areas larger than the observed area, but does not permit calcu- .
lations for areas smaller than an obscrved area. The following more approximate
procedure was therefore developed which provides estimates of unconditional pro-
A babilities for areas eitner larger or.smaller than the observed area,

The procedure is based upon a replacement of the original discrete cloud-

M T |

amount probability distributicn function (as represented by the five cloud categories)

——

by a continuous distribution function. Some assumption is then made as to the varia-
tion of this function with changing area size. We have selected a simple normal _ ]
probability curve, with mean p and standard deviation 0, as the continuous distribution

function, There are a number of reasons for this choice.

1) It can be shown that the assumption of a normal distribution is strictly

true for cloud sizes smaller than the tield of view, (It will be seen that the adopted

technique produces acceptable resuits even for U or J shaped initial conditions.)

2} The normal probability curve is well known, widely tabulated and requires

only two parameters tc be completely specified.

Figure 4-13 illustrates the application of the normal approsimation to cloud-
amount distributions. In this representation, the area I to the left of the x = 0 boun-
dary is interpreted as the probability of zero cloud cever P1 and the area II to the

; right of the x = 1 boundary is interpreted as the probability of 100% cloud cover Pg:

the probabilities of intermediate degrees of cloud cover Py, P3 and P, ave obtained
4
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by integration of the normal probability curve over the appropriate ranges of x. ,'fhc

degree of realism of this represcntation is indicated in Fig\irev4-l4, which presents
a typicé.l comparison of actual probabilities for the varicua cloud cover groups with
calculated probabilities, based on rcpresenta;tion of these observed values by a
normal probability curve, .

As the‘ second point of this area increase/dec: =ase procedure, consider the
variation with area change of the probabili‘t'f Pd of the cloud group composed of ali

cloud groups neither completely clear nor completely overcast. (i.e., Pa = I’P2 +

P3 + P4.) The probability of this cloud group will obviously increase with-increasing

area size, . This mcre.;.se will be linear with increasing

didmeter of arca so long as the obcervahon area is not too .arge compared with
individual cloud areas. These considerations suggest that the variation of Pa with
the diameter D of an'observed area could be represented as -

dPa/dD = pa,/D. (4. 12}

%q. (4. 13) must be modified, howeQer. for large obse. vation areas (where P be-
comer. large) to conform to the limiting condition that P must apprcach but not

exce.d unity. This can be reasonably well accomphshed by the fo]‘owng simple

mod:fication of Eq. (4, 13): : e
dP,/dD = (P /D)(1-P,) ‘ ' _ L (4. 14)
which has the solution
Py, = R/ [R+ (1- Pao)/paO]_ _
where : . : . - . } - 4 (4. 15)
R = D/D . .

[o]

and the subscrzpt o refers to sta.rtmg or reference cond1tzons.

The above results are utilized as follows. From a given set of unconditional

probatilities for an initial Jiameter D : parameters of the corresponding normal
distribution (p and ¢) and Pdo are calculated Then, from Eq. (4. .15)' for any
other larger or smaller diameter D, the parameter Pot is calculated, The corres-
ponding standard deviation of the appropriate normal probability curve is then
related to P, by the equation

ZPU' = erf[p./ (.\/Zq)] + orf [(I _ p)/(«/icr)] (4.16)
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where erf represents the error function, defined as the integral over a standardized

normal distribution:

< .
orf (x) = (2,/J1F)f exp (- t°) at
. S :

This equation can thgn be easily solved numerically for g, Finally, values of PI'
oo s P5 for the new area size zre obtained by using this value of ¢ together with
tables of the normal probability function or error function, (We have programmed
and used this procedure in the Telcomp computer lanpuzgz,

Some indication of the aécuracy'cf the above procedure is given in Figure
4-15 for a 25:1 area increase ratio (corresponding to a diameter ratio of 5°/1°)
and i1: Figure 4-16 for a 25:1 area decrease ratio, based on data compiled during
the previous study, Also shown in Figure 4-15 are the original uncohditional
dist_nbutions for a 1° area. . (It is interesting to note the transition in the original
distribution shape from Region 9 (high latitude) to 11 (mid-latitude) to 19 (sub-
trepical) to 4 (tropical) as the curve passes from: U %9 bell shape. This effect was
noted previously in Section 2.2,2,) It may be noted that for ail cases the area
scaled data are in fair to good agreement with the observed data, both for area

increase and area decrease ratios of 25: 1,
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Thke basic structure of a Monte Carlo simulation procedure was outlined
in Section 2.3.}. Although desiguned specifically to simulate repeated looks at a
given area, the same general procedure :s readily adaptable to more complex
situations such as simulations of cloud cover in orbital swaths, or varying time
intervals between cbservations, An example of one of the many possible presen-
tation formats was presented in Figure 2-3. In that figure, the percent of cloud-
irec coverage is plotted against the cumulative probability of achicving that
coverage as a function of the numbgr of satellite passes or opservations, In
reviewing results such as these, one impor’taht fact should be kept in mind:
What we are really simulating is the pocartial ;Serforma'ncc of a vidicon camera
systen with the spectral and spatial resolution characteristics of the data source -
t. e, ESSA or Mimbus, Ways must be found to adjust these results for varying
sensor types (visible, infrared, microwave) and for varying spatla‘ rcsolutmns

By and large, the ad_n.btments for different sensor types must awzut the
inclusion in the cloud model of other data types such as ‘cloud height and thickness
fer infrared measuremens and cloud water content and drop size for microwave
measurements, The agjustments for varying -spatial rcsoluhons also require
information as to the horizontal distribution (spatial frequenczes) of cloud cover
and therefore of cloud type, but here at least; some preliminary ground work
has already hren done, .

Shenk and Salomonson (1971) have studied the effects of sensor spatial
resolution on satellite estimates of cloud cover using simulated cloud data.
Their results are presented in terms of the ratin, R, of areal cloud size to areal
resolution element size, Having some estimate of the value of this ratio is
important in simulation work, since as the resolution element of a sensot be-
comes smaller, more and more of the avajlable clear areas become usable.
(For the purposes of this discussion, we define a "usable' data element as
being totally clcud-free, Obvicusly for certain applications this is unrealistic,
but it will serve to clarify the nature of the relationship butween the sensor reso-

lution element and mean cloud size or its inverse, the mean “lale’ size.)
Beyond a certain point - i, e., when the resoluiion element reaches the size of
the smallest clear area - nothing will be gained from a further improvement in
scnsor rcsolution,

In order to demonstrate how the ratio R can affect the Monte Carlo simu-

lation results, we used the curves presented in Figure 5-1 which show the rela-
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tionship between true and estimated cloud cover as a function of R. Figure 5-1 is
taken from a preliminary version of the Shenk and Salomonscn report.} This nowno-
gram was generated using thrze simulated cloud patterns: (1) a regularly spaced
pattern of homogencous dots'arranged in rows and columns, {2) a randomiy arranged,
irregulariy spaced pattern of the same dots, and (3) a-heterogeneous cloud size dis-
trioution irregularly spaced, From this fizure, it can be seen that with a resolution
clement one-tenth the area of the mean cloud size (R = 10), a true 30% cloud cover
has the same effect as a 58% cloud cover. Thus, with R = 10 only 42% of the reso-
lution elements will be usable {(cloud-{ree), even though 70% of the tctal area is
cloud-f{ree, .

In Figure 5-2 we have plotted (R = 10 curve) the anticipated coverage of a
one-pass mission over an area with an unconditional cloud-amount frequeacy dis- '
tribution as indicated in Table 5-1, The unconditional distribution P(i) is {irst
arranged in a cumulative format and then plotted against the corresponding (cumu-

lative) coversge.

TABLE 5-1

'ONE-PASS SIMULATION

Cloud Cloud Corresponding ' B(i) Cumulative Cumulative
Group Amounts Coverage Probability Coverage
(1/10ths) (%) | (%)
1 0 100 .20 .20 100
2 1, 2,3 70 -90 .13 .33 z 70
3 4,5 50 - 60 07 | a0 > 50
4 6,7,8,9 10 - 40 .24 C .64 Zz 19
5~ 10 o .36 © 1,00 > 0

Note that by a simple binomial e#pansion of the points in this curve we can.simu-
late the probabilities of "single looks" after any number of passes. For e¢xample,
if we have a 33% chance of obtaining 70% or more coverage for one pass, we can
calculate the prabability of obtaining that same coverage on at least one pass after

N passes as followss ’
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P = 2 e (.33)“(1-.33)"'k o o (5.1)

where

P  is the desired probability.)

We have arbitrarily assumed that R = 10 for the mission being simulated.

We now wish to examine thec anticipated change in simulation results for an order

of magnitude increase of decreasc in the R ratio. (A Jio change in sensor resolution.)

These changes are shown in Figure 5-2. Consider the coverage = 50% point in

Figure 5-1 as-an example. The R = 10 and Es‘imated Cloud Cover = 50% intersec-

tion point vccurs at a True Cloud cover value of approximately 27%. Following

the 27% line back to R = 1 or forward to R = 100, one can read -the new estimated
cloud cover. The corresponding coverage (one minus the cloud cover!} is then
plotted in Figure 5-2. As can be seen, the spatial resolution can significantly
affect the simulation results. l ’

In the discussion above we have made some fairly unrealistic assumptions
and have totally neglected other considerations such as the fransparency of certain
cloud types to some satellite sensors, Nevertheless, it is clear that any simula-
tion procedure must take into account the spatial and spectral characteristics of
the sensor being simulated. The 'denomir_lator of the R valve {the sensor resolution)
is known., What is unknown is the numerator - the mean cloud #i%e, This will vary
from region to region and from season to season. Before our simulation resvlts
can safely be extended to other satellite systems, new cloud-type and cloud spacing
data will be required., The effects of a given cloud cover on various sensors can

then be reduced to a common denominator..
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6. SEVERE WEATHER STATISTICS

‘Task 5 of the contract called for the development of severe weather stati-
stics for as many cloud regions as possible. Severe weather is defined here as

the cccurrence nf any of the following:

© Thunderstorms
@ Winds = 50 knots associated with thunderstorms
® Tornadoes

@ Tropical cyclenes

We recognize that other weather phenomena ma)} be termed "severe; !
e.g., blizzards, extreme heét or cold, Itis those severe weather phenomena
listed above, however, that impact most seriously on electromagnetic energy propa-
ration through the atmosphere. This working definition was coordinated with NASA/
MSFC. _ ' » ’ .

To compute climatological severe weather statistics for the globe (or even
for North America) from raw observational data would require the acquisif_:ion,
processing, and analysis of an enormous amount of data. Such a task is weil beyond
the scope of this study. Thus, our approach was tc; acquirc available climatological
studies and analyze the results with the objective of eliminating any discrepancies

between studies.
6.1 Thunderstorm Statistics

The most recent comprehensive global collection of thunderstorm data was
that compiled by the World Meteorological Orzanization (1953 and 1956), The WMO
requested such data from the various meteorological services over the world.
Before discussing the thundeistorm statistics, it is necessary to recognize that
there are some serious limitations to the data.

In the first place, a thunderstorm day is defined (bv international agreemént)
as a local calendar day on which thunder is heard. This does not take into account
the number of thunderstorms occurring on that.day, or the intensity or duration of
the storms. The necessity for thunder to be heard to count as'a thundezrstorm day
limits the area covered by each observation station to a circular area about 20 km
radius, It is possible that distant thunder may be ignored by an observer, particu-

larly in the tropics during the rainy season when.thunderstorms are common.
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Other .factors affecting the accuracy of the data are:

@ There is wide variation in the number of years of record for

both land and ocgan regions.

@ Many ocean regions have very sparse data coverage and data

distribution is erratic in space and time,

@ The thunderstorm day Iigures-for ocean areas are based on
ships! observations of thunder heurd or lightning scen and are
converted frpm station to area (Solatitude by 5° longitude) based
on the period of record; the number of observations and theore-
. tical probability formulas. (The rea&er is referred to the original
WMO publication for a detailed discussion of the méthod for compu-

ting frequency over the oceans (WMO, 1956).

® Charts of the global thunderstorm frequency were necessarily
smoothed because isolines did not always match in regioné along’

the boundaries of neighboring countries,

Despite the formidable data limitations, the WMO analyses provide a“gross
picture of monthly, seasonal, and yearly thunderstorm frequency over the glta‘Be. 1t
should e recognized that the nature of the [)lh'enorhena does not le;xd itself to the
relatively simple homogeneous region concept used for the cloud statistics, There
are very sharp gradients of thunderstorm frequency over many tropical and sub- ~

tropical regions., Nevertheless, Figure 6-1 shows a stepwise latitude-longitude

depiction of various annual pexrcent frequencies of thunderstorm occurrence to allow .

for the possibility of computer application. Figure 6-1 is based primarily upon the
WMO data, although adjustments were made in the tropical South Atlantic, tropical
Southeast Pacific and tropical South Indian Cceans where satellite data from our
cloud statistics study indicate that these are moderate to strong convective regions,
Our adjustment reflects a rnodest increase in frequency for these areas based upon
the information implicit in describing the predominant cloud types in these regions
as convective, As will be seen, the actual frequency may still bhe considerably
higher than shown,

Superimposition of the clond homogeneous regions upon regions of similar

thunderstorm frequencies show that the regions are compatible in at least some

areas of the globe; e,g., northern South America where high thunderstorm frequency

agrees with the descriptions of cloud Regions 2 and 25 as regions with predominantly

convective-typé cloudiness, In other areas it is not corapatible, as different percent
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frequency boundaries are pcf})endiClllar to and cross various homogeneous cloud
regions; e.g., as in rhe western half of the North Atlantic Ocean,

Relinements were made in the frequencies cver the Australian continent’
based upon data i'eceived from the Australian Bureau of Mcteorology (1964). Refine-
ments were considered un;xcccssary for Canada after examining 2 Canadian paper on
the subject (Kendall and Petrie, 1962).

Figures 6-2 through 6-5 show the seasonal analyses of thurnderstorm l'rcquency
(unadjusted). ~ As expected, over most regions, the frequency is highest during the
warmer months of the year; e.g., in the United States and Japan about one-half the
annual number of thunderstorms occur in June,. July and August, while ir Australia
50% of the annual number are observed in‘De?ce-..'{";ber, January and February. In
tropical latitudes, the thunderstorm frequency generally follows the movement of
tke intertropical convergence zone (ITCZ) with maximum occurrence in Summer and
Fall (northern hemisphere) between 5° and 15°N latitude. This is particularly true
over Africa, tiie Western Caribbean and Malaysia. - ‘

Beginning in 1967, the ifational Hurricane Cente‘r {NHC) has used satellite |
information in combination with conventional data to identify and track {ropical dis-
turbances. At NHC, a disturbance has been defined as as a migratory system that
persists for at least 24 hours and covers an area at least 160 to 300 miles in dia-
meter, with apparently intense convection {Simpson et al, 1969). Their analyses
identified 61, 110 and 111 cdisturbances in 1967, 1968 and 1969, respectively
(Simpson et al, 1968, 1969 and Frank, 1970). Resulis indicate that the majority
of disturbances that enter the Caribbean Sea from th> cast during Summer and I
Fall originate over Africa, Carlson (1969) in a further analysis of 1968 African i
disturbances indicates the frequency to ke one per 3,2 days. Because these are
convective disturbances that form or pass through the regions of very high thunder-
storm frequency over Africa (likely contributing to the observed high frequency) and
because evidence from satellite data indicates these disturbar.ces can frequently be
tracked across the Atlantic, it suggests that the thunderstorm frequencies shown for
Summer, Fall and annually in Figures 6-4, 6-5 and 6-1 are prcbably much too low
for the tropical Atlantic between the African Coast and the Caribbean Sea.

To further ccmplicate the problem of accurately determining thunderstorm
frequency, ''cloud clusters'' that have been observed by satelli*e over tropical i
regions have been shown to be largely nonconservative; i,e., two-thirds of those
observed in 1969 persisted for two days or less. Cloud clusters are defined as a
cloud mass of at least 3° latitude diameter and a cloud cover greater than 50%,

Undoubtedly, many cloud clusters contain thunderstorm cells and the observation
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that 175 different cloud cluster Systems occurred soath of 30°N in the Atlantic

- during the July, August and September 1969 period enforces the notion that thunder-

o - storm frequency is much higher than depicted in the WMO analyses in these regions.

* It is recommended that 2 separate study be performed to more accurately
determine frequency of thunderstorms in the tropical ocean areds - particularly
in view of *he impact of thunderstorm occurrence on the electromagnetic sensor

data, - ' i

PV S LR
-~

\ - 6.2 Tornado and Severe Thunderstorm Statistics for the United States

Thunderstorm frequency data for the United States was supplied-to the WMO
by our National Weather Service (formerly Weather Bureau) but no update of this
statistical information has been compiled in the past 15 years,

There has been, however, a comprehensive collection and analysis of severe

l local storm occurrences in the United States for the period 1955-67 by the National
i Severe Storms Forecast Center (Staff, SLS Unit, 1969). Their definition of severe
‘ storms is the occurrence of wind gusts in excess of 50 knots (related to convective

phenomena) and/or the occurrence of hail = 3/4" in diameter. This definition, of

L Y

.
BT

4

S ; course, includes tornadoes but does not include ordinary thunderstorms that produce

less severe effects. Nevertheless, the summary does provide useful information

N AR R
S e W)

regarding the frequency of severe thunderstorms and tornadoes in the United States.
It is not the intention here to reproduce their results in detail, but rather to discuss
the frequency of severe local storms, in terms of the previously defined homogenecous
cloud regions, ' ' '

Because severe local storms are micro or meso scale phenomena and

LA LD D T AT

because their duration is generally of the order of minutes to an hour or so at

)

most, many occurrences may go unobserved or, if observed, sometimes go

[P
AN N A A et o b Ada

unreported. Thus, there is a tendency for higher frequencies of occurence near
populated regions, although this tendency has diminished with time. (Suburban

and rural areas are now more populated and there is inéreasing public interest
in reporting severe local storm occurrences,) Comparison of Figures 6-6 and Yoy
6-7 which show tornado distributions (as reported) for the period 1880 to 1942 i
(Showalter and Fulks, 1943) and 1955 to 1967 is a striking illustration - not of :

tremendously increased tornado activity - but of increased awareness and respon-

T el e SatRCe RSSO L 3}

sibility in reporting tornadoes, The reliabiiity of the statistics has increased in

the past two decades,
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Figure 6-6 Tornado Distributions; 1880 to 1042
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Figure 6-7 . Tornado Distributions; 1955 to 1967
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It is readily apparent that the highest frequency of tornadoes occurs in the
area from Texas northward through the Central Plains and castward through the
southern Midwest. The Central Gulf States also exhibit relatively hfgh frequencies

with (ewest occurrences over the West Coast states, Rockies, and the extreme
Northeast. ' »

On the basis of the number of tornadoes and severe thunderstorms observed

and the time of the year with maximum frequency, homogeneous severe local storm

. regions were defined {or the United States. Thrse regions are shown in Figure 6-8 .

upon which is superimposed the homogeneous cloud regions. The average number
of tornadoes for each of the six severe storm regions was compufed from data for
individual states for four seasons and is shown in Figures 6-9.through 6-12,
Tovnado Region 3 lies almost entirely within cloud Region 19. In Region 3 maxi-
mum tornado frequency is in the Spring “'rith almost uniform distribution through
the remainder of the year. The western quarter of cloud Region 19, however, is

in Region 1, an area of very high tornado frequency. Within cloud Region 11 are

portions (or all) of four different tornado regions, Thus, the large variability of

tornado frequency within some cloud regions leads to the recommendation that the
cloud regions as they are presently defined not be used to ixientify homogeneous
regions of severe weather, _ ) . '

Another tornado statistic of interest is shown in Figure 6-13, It indicates
the average number of tornado days during the month of the year that has the
maximum number of tornado days, Texas and Kansas exhibit the highest average
number of tornado days. - _

_ Severe thunderstorm pattefns show similar (to tornadq patterrns) relative
frequncies between regions with the maximum number of occurrences in severe
storms Regicn 1. Percentage of days with thunderstorms with wind gusts over
60 knots range from a high of 9 to 12%.in Kansas, Oklahoma and Texas to 4 to 8%
in the Midwest to less than 1% in part of the Northeast and Far W-e.st. The reader
is referred to the original report for complete details (Staff, SLS Unit, 1969).

We “would like to reemphasize at this point, that the confidence fzztor

regarding che absolute values for frecuency of severe weather phenomena as

defined in this report is not high, The more useful part of the information

concerns the rclative frequency of occurrences between different regions of the
globe, Here one cian be reasonably confident that the relative differences, in

most cases, will probably be maintained with a larger data sample. While this
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Tvg g eyl sofapmaling, we Tolieve tral neav 20u.aes Lased on & cornbinatin 48
alollite cata 272 contvent,oanagd Tela are nech od o sconrnivie ~£c.!cr:':~mq the proSa-
Sty &f thurdarslarmm TCUETENCE O ¢F ANt aTed Sf the slahe for any Lime nf day
10r any monts 3f the yrar., Such- agadics PR ELAET Wl t .y Flonal cloud sratistics
ard four-dimensional atmosphenic maded staliatics wril pravide almost al: Jhe

required informanon on expected atmaspreric wifrion an circtr;)zrzag'zc!:c fensors.

t£.3 Tropical Cyclane Statisticy

Since the beginmng of fna bwenticl canu.':'y. the reirabulity of tropical
cyclons records ras improved, Rerords of iro,‘:cl.al ¢yclone cecurrences have
becarne more relianle ta the 2OLnS where 11 tho past ‘ew -yc.\rs chances are smail
that a troplcal cyclone went undetacted, .

The ymipros ;n-d detecizon has Leen tine tor.

1} Ircrease of routine siop traflic in tropuerd Dorth Atiantic rod

North Pactlic waters,

o) Bystematiz alrdraft reconnasizaance of tropicasl srorms aller

Weaeld Ware 1! i the Atiantic and Warth Pacific, :

A A

3} The advert of the meteorological satellite in 1540 with dasly

b

rlokal cover.ge (or the past four years,

1t {5 Yikely that clirnatological staresties of trapical cyclone {requency will be
revired in the liéh: of the bc:‘:cr routine global observationeal capability provided
by aatellites, An oxample of 2p arez of tha world where previous estimates of
the aneual average numbor ef tropical storms {4 in error by z large amount is
the castern North Pacifis Ocean where shipping, aircraft reconnaissance and

satellite coverage we ¢ quite lirsited uatil recently, More specific details on

T Sl wmren SUTR AR S T

the previous crror in anntal tropicai tyclone frequency in this region will be

piven fater in this sactien,

Tropical cyclones accur in-the regions of the world shown by the mean

tracks for these storms in Figure o-14. Thenc mean tracks are superimposed
upon the homogeneous cioud climatological regions. Tracks of individual storms -
vary considerably from the moan.

The average fregquencies of trﬁpical cyclones by months for various regions
aro listed in Table 6.1, The figures in Table 6~1 were compiled from various
sources and these are indicated for cach region. The Northwest Pacific Ocean

has the largest average annual frequency {21, 1) by far, They have been known to
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TABLE 6-1 _
A,VERAG-E FREQUENCY OF TROPICAL CYCLONES (BY MONTHS)
| Jan Feb ‘Mar Apr May Jun { Jul | Aug | Sept | Oct | Nov Dec | Total
North Atlantic Ocean’ _
1901 - 1963 x| % x * * ' (a) < o
: Computed from Cry i 0.50.6]1.81}2.7 ,_1'7' 0.3 ]0.2 7.8 i
(1965) i
3 - \
1 Castern North Pacific Il 1910 - 1940 ' 0.1 | 0.8 (0.7 10]1.9 |1.0]0.1 5.7 |
East of 140°E 1960 - 1969() oz | L6|1.6]2.13.9}2.0[0.1 . |1o.8 !
. 4
Nortlk Pacific Ocean - . :
leng., 170° Westward ' :
1901 -~ 1940 0,410 2 0.3 0.4 0.7 1.6 1 3.2 | 4.2 | 4.6 [|3.? | 1.7 |1.2 Zl‘.l }
Dunn and Miller (1960){ ,i
North Indian Ocean - » . o [
: Bay of Bengal 0.1]0.0 0.2 | 0.2 |0.5 | 0.6]0.8}0.6]0.7[0.9]|1.0]0.4 6.0 ‘
] Dunn and Miller (1960) |} ; . ‘ !
: — North Indian Qcean ~ . :
S Arabian Sea 0.1 ;0.0 0.0 0.1 0.2 6.3 )Jo0.1}10,0110.1]0.2]0.3 ;0.1 1.5 .
Dunn 2nd Miller (1960) - ' ' ‘ 3 .
i - South Indian Ocean - ‘ _ } 5!
i Madagascar - ) gl - ] S
{ Eastward to 90°E 1.3 1 1.7 Lz fo0.6 | 0.2 | 0.1 5.1 |
% Dunn and Miller (1760) :
- South Indian Ocean - K
Northwest Australia {C) \
(38 years of data) 0.5 10.6 0. 6_ 0,‘ 1‘ ’ 0.3 2.1 ] g
Brunt and Hogan (1956) : v ‘
South Pacific Ocean - ‘ o ' . - - o
3 . . B
Mortheast Australia - ' K (D) :
g (50 years of data) 0.9 |0.8 0.9 0.3 : 0.2 . 3.1 ‘
’ Brunt and Hogan (1956) ' ‘ '
3 Covth Pacific Ocean - . %
. i .et of Fiji Islands ' a : © ) ‘
1940-1956 L1 |12 0.1 }0.3 {o0.2 | - _ . 0.2 {0.5 | 4.6 :
* Gabites (1956) . {
3 (A) Total December-Mav inclusive, Direct f ;
8 (B) Estimated for montho based on ratio from total number. Mletc:;::loo :
: (C) Annual summaries for period 1962-1963 through 1966-1967 indicate” 1965 196(5}’ i
. ' average of § per-year. _ 1968'a 196'8b §
g (D) .Annual surimaries for period 1962- 1963 through 1966-1967 indicate and 19'69 v
average cf 6 per year, : ’
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occur in all months of the year, but maximum frequency is in late Summe: and
Fall - similar to othsr northern hemisphere regions where trropic'al cyclones
occur, ' ) ' .
In the North Atlantic area, which includes the Caribbean Sea and the Gulf
of Mexico, tiwe long-term averape is near eight per year, but the innual variation
is large, ranging from one in some years to a maximum of 21 in 1933, Five-year
running averages computed by Dunn and Miller (1960) show that the averages were
near 6 per year from 1901 to 192306 and around 10 per year from 1931 to 1960, For
the past decade, the average was 3 per year. The climatological probability of
tropical cyclones in the North Atlantic by month is shown in Figure 6-15, This,
of course, is the probability of occurrence witlin any part of this large region,
The probability for a tropical cyclone at any parhcular location on any particular
day of the month is considerably lower than the probabilities shown in Figure 6-15.

Thus, it is easy to see that tropical cyclones are a relatively rare event for a

particular area;  e.g., relative to the number of eicti‘atropical cyclones, However,

as was mentioned in Section 6, 1, tropical disturbances (from which hurricanes
form) are common in acean areas during the tropical cyclone season (Sirnpsc;n

et al., 16569 and Frank, 1970). These relatively weak hurricane seedlings, while
not possessing the required surface wind speeds and circulation characteristics
of tropical storms or hurricanes, often cover about the same area (as given by
the cloud mass) as does the stronger disturbance. From the point of view of
nlectromagnetic degradation, the cloud pattern and type (mostly convective with
cirrus blowoffs) may have nearly the same effect for both the tropical disturbance

and the tropical storm or hurricane; The major difference is that in the hurricane

_ there are spiral cloud bands of very intense convection that .eed into the hurricans

circulation., (Within these 'feeder bands, ' attenuation of senior data will be
most pronounced.) Convective bands, somewhat l¢ss intense, are often noted
within the ordinary tropical disturbance. It is apparent to us that new studies
based upon the last 5 years of da;ly global satellite data are required to assemble

statistics on tropical disturbances and cloud clusters in tropical and equatorial

_regions,
. Returning to the statistics shown in Table 6-1 for other regions of the
globe, it has been shown by Sadler (1964), Danney (1969) and Baum (1970) that
tropical cyclone frequency in tke the eastern North Pacific is considerably higher
than originally reported by Dunn and Miiler {1960), Sadler believes that the num-
ber of tropical storms per year raay be near 30. In 1970. 20 tropicail storms
were observed in this region. A much longer period of record with the daily
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satellite coverage is required before a reliable .climatology is determined not
only for the eastern North Pacific, but for the South Pacific and South Indian
Oceans as well., We believe that in these regions, where shipping is less than
in the North Atiantic and North Pacific, numerous storms may not have been
detected in the past. For. example, in the Northwest Austrahan regmn wherc
the annual average frequency of tropical cyclones was 11sted as 2.1 based on 38
years of record (Brunt and Hogan, 1956) the summaries for the 5 recent seasons
(Director of Meteorology, 1965, 1966, 1968a, 1968b and 1969) show an average
of 9.0,

Aside from the number of storms, tl-;e life' of the storm and its areal .
covnerage are of interest, Both tha life and the size vary widely between storms
and are a function of the area of formation and general circulation features influ-
encing its history. -Average life for the Atlantic storms is 9 days; but may be as
little as one or two days and some have been tracked for thx_-e.e to four weeks.
August storms have an average 12-day life span; July and November storms
about 8§ days. ’ ’ .

The size of the storm varies from about 50 to 100 miles d1ameter to as
much as 1000 miles in dxameter for the large Pacific typhoons, Average size is
about 300 to 500 miles diameter for mature. storms. oL

Intensity of the wind circulation is also subject to wide individual variations.
Tropical storms must have maximum winds x 35 'knots, but the more intense
typhoons and hurricanes have wind speeds up to about 175 knots.

To summarize bnefly, the occurrence of tropical cyclonés is a relatively
rare event, although not as rare as believed before the satellite provxded daily
giobal coverage leaving little chance for an undetected storm. Tropical distur-
barces from which tropical c'yclones‘form Have beon shown to be a frequent occur-
rence. These disturbances are characterized by intense convection and have
dimensions similar to tropical storms. Statistics for these tropical disturbances
aver all tropical regions of the giohe are lacking. At the present time, enough
daily satellite data exist to perform a statistical analysis based or 5 yoars of
record. It is recommended that such a study be performed.
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7. DISTRIBUTIONS OF WATER VAPCR CONTENT )

Knowledge of the amount of water vapor present in the atmosphere is of
major importance in estimating the attenuation of electromagnetxc radiation between
the earth!s surface and a satellite or airborne sensor, In order-to provide at least
a preliminary basis for estimating the expected attenuation, we have acquired data
from various sources to determine global distributions of water vapor content (as

given by vertu:ally mtegrated prec1p1tab1e water).
7.1 Global Dictributions - Annual

In the ll*erature. a recent study reported by Pxexoto {1970) discusses water -
vapor distributions for the northern hemisphere based on a hve-year data sample.
The mean annual precipitable water (for this sample) shown in Figure 7-1 is from
his paper. It shows, in general, that the watesr vapor gradually increases from
pole to equator as one might expect from the dependency of water vapor content on
temperature. Exceptions to the general zonal.characteristic of the mean water
vapor distributions are dry conditions that are found over high terrain (e.g.,

Rocky Mountains, Himalayan Mountains, etc,) and over desert regians as in the
southwcét United States, the Sahara, Arabia, Iran, etc. Regions of highest precip-
itable water are over tropical and equatnrial ocean areas and over cquatorial Africa.

Figure 7-2, also from Piexoto's paper, is a vertical cross section of the
mean specific humidity 'across latitudes {rom south to north. It shows hxghﬂst
values within 10° of the equator near the surhce and decreases sharply with

increasing latitude and almost exponentially with elevation, Thus, approximately

* 90% of the total water vapor in the atmosphere is below the 500-mb level,

Detailed moisture data for the southern hemisphere was studied only for
the IGY period (Calendar Year 1958)., Figure 7-3 (alter Starr et al, 1969) shows
the global time-averaged distribution of pecipitable water for 1958. Comparison
of the northern hemispacre pervion of Figurzs 7-3 with Figure 7-1 shows marked
similarities. This sBuggests that the mean ¢noual precipitable water distrilutions
are relatively conservative, Thus, we believe the distribution for tLe southern
hemisphere shown in Figure 7-3 for 1958 may be a close avproximaticn to the
mean annual precipitable water for a longer period of record.

Highest values in the gouthern hemxsp‘xcrc appear bet\'een 5% and 2 "°
latitude over South America and within 10 of the equator over East Africa and

near New Guinea (aleo regions of maximu.n thunderstorm {requency as discussed

107 - _ -

R T e T T e T T IR YT Ve

eI

VoM JiSRAAARANRY et M e

PR P TP

BAn S ¥ ey £

dhra g e il S T T

o
MR AR IR

.

-

-




-—

o mo -

Ty

o,

-1

Lo it can D e WA On LW Mty mapme -l

a0

-2

gm em

w

[P 1%2.

5.

P

" 60 months

(after Peixoto, 1970)

Figure 7-1

Mean Annual Precipitable Water; Nérthern Hemisphere

T

'

108

| 1823

v

PEPYEY

L LN A ALY




—— et , N5 - .- . : - T L -
S ———— -~ . v g
Rl Sl L < - ' \\
f ..
i . S - -
i s : . ’ , -
A e e NS NSRRI Dy TR Y e (YL TRE Y A ’ S
840 ‘ * 1
- ’
i .
200} ' - S - o Coo . : - :
' : - . -1 i
- TN gm ke - ‘
r----___._._-----“-—_.. \N-.-—..;-.___ . 5
400} Rl TP : T O P
- | ’
o |
«I
e :
- 1
) .
8 = 600
;?.:: f
:7; 5 - .
w ] 4
‘&:‘ §
Z goo - b
| i ,
1
2
)
. {
; \
. i
- 1000 Iy
= : 1 : : Y
0 N 20 .20 . 40 50 €0 70 80 1 .
5 , 1 - ... LATITUDE (*N) S - - . ] \
g : ’ . o _ : : - (after Peixoto, 1770) ; ¥
1 : - : o 3 , _‘;
iy , . : i 4
Figure 7-2 Vertical Cross Section of ;JMean Specific Humldxty, o
: ’ "~ Northern Hemisphere : e
‘; L e s ek e ek e o e ] o —a Wemcn el et . . .- et - R it I - e e . ":
4 )




1
B S amadena ' ! ~
K . !
tz‘ - L - .
e o L e R T SN - ¢ e emi wmmees et et — oy v a e ma . - P R T TR T - -~
| 039
: -
- - “ \‘ (, o - ) . . .“‘ |
F Z-) ~.___~-.. /—B ) L o
; o tee 1: :‘“--~-“ "“,--(p 05-”.,-;,(‘? ':_‘~f - - 2 . . , . , . R ‘,
;-. . b /-——-—.’/3'—-‘3 L . !
:' ‘ VT > S ' o
- N N v ecraanme"” ¢ ’ ] = — - .
l 3 — %D * N . Seme) ; - ", } 5
' _ J s BN i e . y . ,
5y _.{;"- y 5 \‘\_‘\‘_‘_‘____-:, = '.5~ - . o
J — [ Fa—— ‘5_,. , - E R — ~ o =A% . A
} = - - AT s 2 : oo
| B N Sl
2
. :
;
| ! .“.
i i
v . ' L W gmens ‘ i ‘
_. L : ) ~ (after Starr et al, 1969). ey ol - »
. ) atr A - - 1 ° ———————— o | e ' . .
) . . ! - Y n -l . . . T i
{ . : = o " " Wt % L o e Y ., L
;- ‘ ‘ o : : Lo o : b SRR
- ‘ 3 3 s . e N [T e ' ..
Figure 7-3 Time Averaged Global Distribution of Precipitable Water; 1958 ‘ )
4 ) .
4 L.y Ay " r ' - s n—«-—-——'.‘.:‘; .:.‘_n.',“ BRI 'nr-h--‘--hw.. .-- e w ome ivaw N .




MLt L o L A e Aol T

<

R - . -

TSN S A S e v s Y St e ke A it e OT T, A tia S R 5] = S we L 1 o et

. . . . Lo i L ) :
in Section 6,1), Minimum values occur over the desert regions of Australia and i

i . 1
there is a gradual north to south decrease to a worldwide low value of less than

.25 gm cm'.'2 over Antarctica. .

7.2 North American Distributions - Monthly

R S T T

Monthly distributions were avaﬂable only for North America. _Mean' monthly
precipitable water charts based on five years of data were plotted from a tabulation
i S A . - of moisture data over North America (ESSA, 1966). . The charts were analyzed and * .
the distribution patterns for r_r').ic_ls_e'asqn months are shown in Figures'_?--? through.
7-7.- Hom-oéenec;ixa';:lo.ud regic;ns'are super'imp.osed on tl?f.- fiédres. The mean

"1 . patterns behave in a regular fashion, Highest moisture values are present in

PR O FER L Y

Yo, _ Summer, gradually lowering through ™all in the mid and high ldatitudes and lowest

- in Winter, increasing again especially in the mid and high latitudes in Spring. In

Winter (January) strong mnoisture gradients are evident across cloud Regions 19

o , E and 20 and the northwest portion of Region 4, In the Summer (July) Regions 4, 19

"
PSS T SR

and 20 are more homogencous and the gradients exist further north in the southern

g N portiors of Regions 1l and 13,

[Yr

o \_4

The relatively dry conditions -across Central Mexice {du. ta the kigh terrain)}

.
e

cause large grndiénts between Regions 17 and 14 during most of ths year, Cther -
exceptions to the normal south to north decrease in moisture are dry conditions in

the southwest desert and the mountain regions of western Morth Americas

LAY,

In gencral, homogencpuu cloud regibns do not necessarily reflect homo-
gencous moisture regions, (Althd‘\;gh at aome timos of th: year, Winter in the
high latitudes and Summer ia the tropical and subti‘opical latitudes, ;bsglute
moisture is rélatively homogencous within the cloud regions.)  The primarcy
reason ig that abzolute maiaturae is a function of the temperature and the tempsra«
ture pattern displays the normial south to north decrcase. Clouds, on iha.other . i
hand, are dependent on the relative humidity whick ia a function of the difference
between the ten.perature and dewpoint, » o o ’ ' k

_..,,_.___.m..,.____*____‘
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7.3 Frequoncy biatrébﬁtlons of Moistuvre_fo.r the United Sateo .
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! " inquiries ravealed that a source of daily 'prcc{pi:ablo watey valuas for 63 .
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radiosonde stations was available on mggnetté tapa from the Mational Weather
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Hormoguncous Clovd Reginns Superimpusaed
Figure 7-4  Mean Procipitable Watar Distribution for North Arrerica; January
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Homieoganeous Cloud Regiods Superimposed

Figure 7-6 Mean Precipitable Water Distribution for North America; July
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Homogeneous loud Regions Superimposced

Figure 7-7 Mean Precipitable Water Distribution for North America; October
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Service. In general, about eight years of twice-daily data are available for most
stations. '

We defined 10 categories of precipitable water amount (.5 gm cm"2 intervals
from 0 to 4 gm em™?, 4to 5 gm em™? and greater than 5 gm cm‘z) and wrote a com-
Pu.ter subroutine to generate frequency distributions of precipitable water (averaged
for each day) within each catzgory for all stations for each month of the year. The
detailed computer output‘[rom this program is given in Appendix D, but some
represcatative distributions were plotted for eight stations for the midseason
months. These are shown in Figures 7-8 through 7-15, Tropical, subtropical,
mid-latitude, mountain, desert, and coastal regions are represented by the figures,
Results clearly show an annaal cycle for all stations. The frequencies are some-
what morc peaked than might be expected during transitior months for some of the
stations; e,g., Tucson, Caribou, Winnémucca, and San Diego, in April. Not
surprisingly, 'wmter and summer distributions are peaked at most stations in the
low and high moisture categories, respectively, Intex;estingly, Tucson, a desert
station, exhibits rather high-frequency of high precipitable water amounts for the
fummer, while Tatoosh, a location with heavy annua] precipitation shows the
greatest frequencies in the low to modexrate precipirable water categories. * Winne-
mucca at an elevation ncar 3 km has very dry conditions most of the year. Koy
West, having a tropical maritimeé-type climate much of the time during the year
has the highest frequencies in the high moisture categories. Mid-latitude stations
have generally flatter distributions, _

An analysis of the frequency {(probability) distributions in Appendix D is a
simple method for determining maximum and minimum as well as showing the
rate of changz over the year. Examples of such an analysis are given in Figures
7-16 and 7-17 for Lake Charles, Louisiana, and Yucca ¥Flats, Nevada, respectively.
Little change in the distributions is seen in the relatively dry condition over the
year for Yucca Flats, at an elevation above 2 km, while msajor changes take placé
through the year at Lake Charles. -

Although daily precipitable water data for the rermainder of North America
were unavailable, one can infer the distributions for both Canada and the tropical'
regions over the Caribbean and in Central Mexico. This can be accomplished by
studying both the mean monthly values for North America and the frequency distri-
butions 2t appropriate locations near the region and applying adjuétments based on
meteorological experience. For example, Key West, Florida, has relatively high
mean values for most of the year and is in pure maritime tropical air most of the

Summer. Thus, the frequency distribution for Kingston, Jamaica, can be
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Figure 7-8 Precipitable Water Frequency Distributions;
Mid-Season Months for Key West, Florida
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Figure 7-10 Precipitable Water Frequency Distributions;
Mid-Season Months for Caribou, Maine
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Figure 7-14 Precipitable Water Frequency Diastributions;
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Figure 7-16  Analysis ol Precipitable Waler Frequency
Distributions; Lake Charles, Louisiana
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inferred by making the Spring and Fall distributions similar to Key West except
adjusting ic to have it somewhat highe.r, and more peaked. The Winter disiribution
at Kingston would probably be of the same shape as Key West ;:xccpt shifted slightly
to the higher categories, Similarly, one could infer distributions for Canadian
stations from northern border stations in the United States and could infer Central
Mexico distributions from stations :;1(: high clevations in the,;‘;:b,u'ti{\w;est United States.,
Careful examination of the data in Appendix D indicates widely differing
frequency distributions between some stations with the same homogeneous cloud
regions (e.g., International Falls, Minnesota, and Sterling, Virginia, in Region
11; and Valparaiso, Florida, and Oklahoma City, Oklahoma, in Region 19). Thus,
the frequency distributions confirm our earlier contention that it is not advisable

to consider the homogencous cloud regions as homogeneous moisture regiors,
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'PRECEDING PAGE BLANK NOT FILMED -
8. CURRENT STATUS OF GLOBAL CLOU»D MODEL

The ultimate goal of the research described in this report is to develop a
global model of the aficcts of cloudiness on patential remote sensing missions,
In time, the results will be combined with those of other studies concerned with’
developing atmospheric attenuation models to yield an overall model of the effects
of the intervening atmosphere on earth observations frem space, In that light, it

is the purpose of this section to review what has been accomplished thus far and

" to suggest a futurc course of action.

The weak link of any global cloud model is lack of adequate data, For
many parts of the world, these data simply do not exist, Now that global satellite .
coverage is being obtained on a more or less regular basis, however, we will be
able to slowly accrue the necessary information for data-sparsc vegions., For'
other areas, such as the .Continental United States, ‘suffﬁcie:;i data alrecady exist
for refinement of the regional cloud boundarics. The assumption of homogencous
cioud climatologies has been found te be valid for some rezions and seasons and
less valid for others, Where possible the boundaries should be redrawn and.new
rcginns added. The "seasonal reversal' hypothesis-has been found to be only
marginally successful {(at least for oceanic areas) and in titne can be discarded as
more data become available, Given the success of the Markov scaling routine,
future s:;tellite data extraction procedures can be carried out more efficiently with
only two data extraction circles spaced 200 miles apart. Some thought should be
given to the application of autornated techniques to the currently time-consuming -
“task of manaual cloud-amount data extraction,” The data bank as it now stands is
internally consistent and is the most comprehensive tabulation of global cloud data
available, o N
The impossibility of tabulating conditional cloud-amount statistics for all
possible time and distance separations necessitates the development of technigues
for adjusting the conditionals as tabulated to other time and distance separaticns.
The Markov scaling technique developed and tested during the current study repre-
sents a significant improvement over the former linear sczling method, and wit;‘zin
the limits of the data available, is probably the best possible approach, Techniques
are also required to modify the existing data base so that it may he applied to other
representative area sizes, During the current study a new area enlargeiment pro-
cedure has been developed which is more mathematically sound than its prede-
cessor and is better able to simulate the effects of area enlargements. It is

limited, however, to a repetitive doubling of area size (with possible interpolatior.s)
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and is unable to simulate area reductions, We are encouraged by the success

of an area adjustment technique for unconditional distributions which-utilizes’

a normal distribution assumptiou for middle c¢loud amountis, it should be possible
to extend this technique to conditional arrays.

" We are currently able to simulate the effective cloud cover for a sensor
operating in the visible range with an ESSA or Nimbus resolution (1.5 fo 2 n.mi. ).
Extension of the simulation resuits to.other sensor »esolutions requires some
knowledge of the horizontal distribution or spatial frequencies of the cloudiness,
Some preliminary work relating effective cloud cover to the cloud-size/resolu-
tion-size ratio has already been done, | Extension of the simulation results to
other sensor types such as infrared or microwave sensors-requires in addition
some knowledge of cloud thickness, height, water drop size and water content.
One possible approach irere would be to supplement the data bank with cleud-type
information (posyibly just layer vs. cellular for ;.‘ata-sparse regions) and to
then relate the cloud structure and composition parameters to particular cloud
types. The combination of these two classes of information (type frequencies
and type characteristics) would make pessible the int;’odﬁction of a specéral depen-

dency to our simulation results. FEven with these limitations, the simulation pro-’

"cedures as they now stand provide a better estimate of ¢carth viewing probabilities

than any other techniques currently available.

In summary, the current status of the global cloud model is as follows:

@ In certain areas the cloud-amount datz basc is still relatively
weak. As time and funds permit, more satellite data should

be extracted, particularly for southern hemisphere regions.

¢ Where the data are available, regional boundaries should be
refined using ground-observed cloud araounts, ‘Tha Counti-.

nental United States is a prime area for future realignments,

@ With the possible exception of further refincments to the arca
adjustment procedures, the statistical techniquea for time,
distance and area scaling of the tabniated data base appear

‘adequate.

© The basic Monte Carlo simulation procedure ix effective in

predicting. potential cloud-amount situations,

¢ The introduction of cloud structure and composition data is
necessary to extend the current simulation results to other
spatial and spcectral scales. This area suould have the

highest primjity for future efforts,
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